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ABSTRACT :
The purpose of this paper is to provide a detailed 
overview of the communications network, as it 
UHODWHV�WR�UHVLOLHQF\���7KH�SDSHU�LGHQWLÀHV�DUHDV�RI�
concern, and related recommendations.
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EXECUTIVE SUMMARY – THE NETWORK IN TRANSITION
Communications network users are driving the transition away from wireline, circuit switched voice services, sometimes called 
the Public Telephone Switched Network (PSTN), at a rapid rate. For many years, this network set the standard for reliability and 
universal reach and became known as the “system of record” on which many devices and services were built.  The PSTN is also 
the network where the majority of regulation, policy and guidelines are anchored.

The communications industry is undergoing a dramatic transformation that began with the introduction of IP-based data net-
works in the early 1990s and then with Voice over Internet Protocol (VoIP) in the late 1990s, and it now includes all forms of 
voice, video, and messaging communications. In fact, while generically referred to as the “IP transition”, the industry is actively 
managing three simultaneous transitions: the transition of voice from circuit-switched to packet; the rapid evolution of consumer 
DFFHVV�IURP�ZLUHG�WR�ZLUHOHVV��DQG�WKH�WUDQVLWLRQ�IURP�FRSSHU�WR�ÀEHU��,PSOLFLW�LQ�WKLV�LV�WKH�PRYH�IURP�7'0�WR�,3�DQG�WKH�HYROX-
tion from narrowband services to broadband services. 

7KH�HPHUJHQFH�RI�VPDUWSKRQHV��FRPELQHG�ZLWK�KLJK�VSHHG�PRELOH�EURDGEDQG�DQG�À[HG�PRELOH�EURDGEDQG�KDYH�DOO�EHHQ�NH\�
catalysts in this transformation. 

Gone are the days when all communications services were tightly integrated with the physical plant like telephone lines and cen-
WUDO�RIÀFH�VZLWFKHV��7KH�LQWHUQHW�KDV�EHFRPH�WKH�JUHDW�HTXDOL]HU�LQ�PDQ\�UHVSHFWV��ORZHULQJ�KLVWRULFDO�EDUULHUV�WR�VHUYLFH�GHOLYHU\��
Communications now encompasses many brands, service providers, devices, networks, and technologies, many of which were 
not in existence just a decade ago. While the communications landscape is rapidly changing, the Internet itself is growing and 
evolving, such that it may eventually encompass and surround much of a person’s daily life at work, home, or on the road.

The last two years in particular have seen a dramatic shift in the telecommunications industry where enterprises and consum-
ers are rapidly substituting wired and wireless services with broadband-based VoIP and mobility. While the reasons behind this 
transition are many, ultimately we are now a fully connected society where “always on” telecommunications infrastructure has 
become the expected norm from people from all walks of life. The challenge is to transition to new technologies and provide 
services that will be either as or more resilient than the services they replace.    

Today, the trend is clear. Consumers are rapidly substituting traditional wired services with more advanced wireless offerings.  
%XVLQHVVHV�DQG�UHPDLQLQJ�ZLUHOLQH�FRQVXPHUV�DUH�UDSLGO\�DGRSWLQJ�EURDGEDQG�EDVHG�9R,3�WHFKQRORJ\��OHDYLQJ�IHZHU�DQG�IHZHU�
VXEVFULEHUV�RQ�WKH�OHJDF\�3671�QHWZRUN��,Q�IDFW��WKH�ODWHVW�/RFDO�&RPSHWLWLRQ�5HSRUW�SXEOLVKHG�LQ�1RYHPEHU������VKRZV�WKDW�
the wired residential voice subscribers dropped 14 percent in just three years1.  
    
1  FCC Local Telephone Competition: Status as of December 31, 2012 available at http://hraunfoss.fcc.gov/edocs_public/attachmatch/DOC-   

324413A1.pdf 



Figure 1. Wireline Residential Voice Trend
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In data collected and published by the Center for Disease Control (CDC)2  in Figure 2 below, only 8.6 percent of U.S. Households 
continue to rely solely on a landline while more than 38 percent rely solely on a wireless voice service.  Note: The CDC collects 
this data in order to communicate to US households in the case of health-related emergencies and to conduct health-related 
telephone surveys.   

 

Figure 2. Household Voice Usage Trends

Further analysis by Mediamark Research and Intelligence demonstrates the generational aspects of this trend by showing that 
only three percent of Americans ages 18-34 live in landline-only households (Figure 3)3.  With the substitution of technology 
come changes in performance, both good and potentially bad.

2 Blumberg SJ, Luke JV. Wireless substitution: Early release of estimates from the National Health Interview Survey, July – December 2012. National Center 
for Health Statistics. June 2013. Available from: http://www.cdc.gov/nchs/nhis.htm. 

3 Quoted in news releases. Full Data available: http://codebook.mriplusonline.com/TM13/cb_TM13_SecAll.pdf
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The Technical Advisory Committee (TAC) understands that the Federal 
Communications Commission has clear direction to ensure public safe-
ty and that communications services are reliable and available to all 
citizens consistent with its statutory obligations.  The Commission also 
has expressed their ongoing interest in continuing to promote competition 
and protecting consumers. For these and other public interest obligations, 
all stakeholders want to ensure that the public communications network 
continues to provide a high level of resiliency and reliability that accounts 
IRU�WKH�XQLTXH�HQJLQHHULQJ��QHWZRUN�FRQÀJXUDWLRQV�DQG�FRQVXPHU�XVHV�RI�
these evolving networks.  
  
With this in mind, the TAC created a Resiliency Working Group intended 
to characterize how the resiliency of the current telecommunications 
infrastructure can be maintained, while evolving to a future mode of 
operations intended to leverage brisk technical and standards evolution.  
7KHUHIRUH�WKH�JXLGDQFH�DQG�UHFRPPHQGDWLRQV�UHÁHFWHG�LQ�WKLV�SDSHU�DUH�
intended to cover the following technology and policy areas: 

• Network Events
• Circuited Switched Infrastructure
• Emerging Network Trends
• Natural and Man-made Disaster Planning and Response
• Public Safety Implications
• Metrics and Reporting
• Regulatory Actions and Agency Cooperation 

Ultimately, our Working Group’s goal is to address the key underlying elements that contribute to resiliency, offering recommen-
dations intended to support a future network that is resilient and service-rich.

Figure 3. Voice Usage, Ages 18-34
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RECOMMENDATIONS
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RECOMMENDATION SUMMARY
1. RECOMMENDATION: FCC sponsored industry collaboration to create educational material/guidelines for consumer backup 

power associated with their broadband communication services.  
a. Explore leveraging DHS, FEMA, and the Ad Council to establish a fund to create and promote consumer awareness.
b. Collaborate with service providers and consumer electronics manufacturers to document power consumption for 

devices in the communications chain.  
F�� )&&�WR�SURPRWH�WKH�GHYHORSPHQW�RI�D�&3(�HIÀFLHQF\�DQG�´SOXJµ�SURJUDP�WR�FUHDWH�D�FRPPRQ�SRZHU�SOXJ�IRU�EDFN�

up power.
d. Establish a challenge.gov challenge to develop creative solutions to maintain customer communication services 

for at least 24 hours during power outages.   
e. FCC to recognize there is an existing and evolving voluntary telecommunications industry agreement focused on 

HQHUJ\�HIÀFLHQF\��KWWS���ZZZ�QFWD�FRP�QHZV�DQG�HYHQWV�PHGLD�URRP�DUWLFOH�������

2. RECOMMENDATION: Optimize the current restoration process: FCC creates national program on a collaborative restoration 
approach in response to outages or natural disasters to increase resiliency and long-term reliability.  Additionally, this pro-
gram would help reduce damage to communications networks during the restoration process post natural disasters.  

a. Explore creating a “data exchange” for various utility/communication providers to share data with each other for 
JUHDWHU�HIÀFLHQF\�DQG�RSWLPL]DWLRQ�RI�UHVWRUDWLRQ�SURFHVV�

b. Provide estimated time to restore electrical service, by area, to communications companies.
c. Provide communications companies with power crew work locations so that efforts can be coordinated.
G�� ,QVWUXFW�FOHDULQJ�DQG�WUHH�UHPRYDO�SRZHU�FUHZV�QRW�WR�FXW�DQ\�FRPPXQLFDWLRQV�FDEOHV��FDOO�SURYLGHUV�IRU�TXLFN�

removal of any cables.
e. Place communications technical facilities at risk, and outside plant locations critical to public and private sector 

entities on priority restoration lists.

3. RECOMMENDATION: Reliability/Resiliency: The FCC act as a catalyst and work closely with the power industry to encourage 
continued improvements to reliable commercial power architectures to assist the communications service providers in devel-
oping resilient industry-related strategies for critical network infrastructure. 

a. FCC to work with FERC and other power industry agencies.
i. Explore the impact of long-term use of back-up and diverse power sources.

4. RECOMMENDATION:��´'LJ�2QFH�3ROLF\µ��%XLOGLQJ�RQ�WKH������([HFXWLYH�2UGHU����$FFHOHUDWLQJ�%URDGEDQG�,QIUDVWUXFWXUH�
Deployment, FCC to Encourage Dig Once policies be enacted at local, state and federal levels to facilitate co-installation of 
communications networks during public works and utility construction

a. “Dig Once” policy would minimize the disruption to citizens by consolidating utility work among different companies. 
3RWHQWLDO�WR�UHGXFH�IDFLOLW\�FXWV���/RQJHU�WHUP�JUHDWHU�UHOLDELOLW\�RI�QHWZRUN�WKURXJK�XQGHUJURXQG�LQVWDOODWLRQV�RI�
physical plant.  

b. Collaborate with the FCC Inter-Governmental Advisory council to jointly address how to get more voluntary cooperation. 

5. RECOMMENDATION: Data collection and Metrics: Use network data sources to better track, predict, and plan network resil-
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iency for disaster preparedness.  To baseline and measure resiliency improvement over time.
a. FCC to work collaboratively with providers to establish a data analytic ability to use existing data sources, includ-

ing existing NORS and DIRS data, for greater predictability and analysis of resiliency, and creation of a “Reliability 
%DVHOLQHµ�DV�D�UHIHUHQFH�IRU�IXWXUH�FRPSDULVRQV�DQG�PHWULFV��ZRUNLQJ�YROXQWDULO\�ZLWK�LQGXVWU\���

E�� )&&�WR�SDUWQHU�ZLWK�&'&�WR�XSGDWH�FXUUHQW�GDWD�JDWKHULQJ�SURFHVV�WR�JHW�PRUH�VSHFLÀF�LQIRUPDWLRQ�UHODWLQJ�WR�DYDLODELOLW\�
RI�PXOWL�PRGDO�FRPPXQLFDWLRQ�RSWLRQV��FODULÀFDWLRQV�EHWZHHQ�9R,3��277�9R,3��DQG�WUDGLWLRQDO�ZLUHOLQH�YRLFH�VHUYLFHV�IRU�
better reliability reporting and planning capability. 

F�� /HYHUDJH�0%$�GDWD�VHWV��'HWHUPLQH�ZKDW�GDWD�FRXOG�EH�RI�YDOXH�IRU�UHOLDELOLW\�LQ�WKH�ORQJ�WHUP�JRDOV�RI�WKH�0%$�SURJUDP���
d. FCC to work with providers, determine what additional data is a meaningful indicator of reliability; develop a voluntary “crowd 

sourcing” data collection model to gather data in a manner that protects provider and consumer privacy and proprietary needs. 
e.  Create annual network reliability baseline update.

6. RECOMMENDATION: FCC Sponsored Workshops:
a. Workshop: Consumer Awareness: The FCC host consumer awareness workshops to foster and create educational materi-

al on guidelines for consumers addressing power back up and services impact.
E�� (VWDEOLVK�D�FKDOOHQJH�JRY�FRQWHVW�WR�GHVLJQ�D�RZ�SRZHU��������:�VWDQGE\��VD\��'6/�RU�FDEOH�PRGHP�WKDW�FDQ�VXUYLYH�RQ�

EDWWHU\�SRZHU�IRU�DW�OHDVW����KRXUV��5LJKW�QRZ��FDEOH�'6/�PRGHPV�UHTXLUH�a�:��
c. Consider adopting battery strategies that utilize readily available sizes such as D Cells.

Other Items: 
• The team has discussed the critical nature of cyber-security related recommendations as the network is fully transitioned 

to IP. However, recommendations that have been discussed seem to overlap with the Cyber-Security work group, so we will 
defer to them for formal recommendations to the TAC.

• Metrics: The collection of metrics is a point on which the TAC WG did not reach consensus. States are exploring ways to con-
WLQXH�WR�UHTXLUH�D�VXEVHW�RI�VWDWLVWLFDO�UHSRUWLQJ�LQ�RUGHU�WR�IXOÀOO�WKH�PLVVLRQ�WR�SURWHFW�FRQVXPHUV�DQG�HQVXUH�SXEOLF�VDIHW\��
Others prefer for service providers to manage their own networks and only report issues when unusual events occur that 
ZRXOG�UHTXLUH�DQ�RXWDJH�UHSRUW��$V�PDQ\�QHZ�FRPPXQLFDWLRQV�WHFKQRORJLHV�UHTXLUH�D�EURDGEDQG�FRQQHFWLRQ��WKH�ZRUNLQJ�
group has discussed the value of application statistical reporting when there is no reporting on the underlying broadband 
network that enables the communications service on several occasions.  
 
,W�EHFDPH�LPSRUWDQW�WR�GLVWLQJXLVK�EHWZHHQ�LQWHUFRQQHFWHG�DQG�QRQ�LQWHUFRQQHFW�9R,3�VHUYLFH��DQG�DGGUHVV�À[HG�DQG�
nomadic within the domain of interconnected VoIP. There is agreement that there is tremendous variability in interconnected 
9R,3��QRPDGLF�DQG�À[HG��TXDOLW\�RI�VHUYLFH�WKDW�FRXOG�EH�WLHG�WR�D�QXPEHU�RI�GLIIHUHQW�IDFWRUV��PRVW�RI�ZKLFK�FRXOG�LQFOXGH�
QRQ�VHUYLFH�SURYLGHU�UHODWHG�LWHPV��,W�ZDV�DOVR�FOHDU�WKDW�D�QRPDGLF�H[WHQVLRQ�RI�D�À[HG�VHUYLFH�ZRXOG�KDYH�DGGLWLRQDO�LVVXHV�
based on the type and speed of broadband access available.  
 
7KHUH�ZDV�VRPH�DJUHHPHQW�WKDW�QHZ�FRPSOH[LWLHV�RI�VHUYLFH�GHOLYHU\�ZRXOG�EHQHÀW�IURP�D�IUHVK�ORRN�DW�JDWKHULQJ�SHUIRU-
mance information on various voice services. There was a proposal for   the FCC to seek a third way by exploring leveraging a 
FURZG�VRXUFHG�GDWD�JDWKHULQJ�PRGHO��0RVW�,QWHUFRQQHFWHG�9R,3�WUDIÀF�WRGD\�LV�FDUULHG�RYHU�SULYDWH�PDQDJHG�,3�QHWZRUNV�WKDW�
ZRXOG�QRW�EH�PHDVXUHG�E\�WKH�0%$�LQLWLDWLYH��ZKLFK�SRLQWV�WRZDUGV�D�QHZ�PHWKRGRORJ\�IRU�UHSRUWLQJ�SHUIRUPDQFH��VSHFLÀFDOO\�
a user-reported series of statistics enabled by technology. Similar to crowd-sourcing, the FCC could work with service providers 
DQG�HTXLSPHQW�PDQXIDFWXUHUV�WR�OHYHUDJH�YDULRXV�HPEHGGHG�GHYLFH�WHFKQRORJLHV�WR�GHWHUPLQH�WKH�SHUIRUPDQFH�FKDUDFWHULV-
tics of the network elements. This would include monitoring of network events that impact reliability and resiliency.
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OVERVIEW OF NETWORK EVENTS
A number of natural and man-made disasters over the past decade demonstrate the critical nature of the communications infra-
structure. 

The Derecho
“In June 2012, portions of the Midwest and Mid-Atlantic regions of the United States experienced a destructive windstorm 
called a derecho4, resulting in 22 deaths and leaving millions without electrical power. 

The 2012 derecho severely disrupted 9-1-1-related communications. Seventy-seven 9-1-1 call centers serving more than 3.6 
million people in six states lost some degree of connectivity, including vital information on the location of 9-1-1 calls, mostly 
due to service provider network problems.  From isolated breakdowns in Ohio, New Jersey, Maryland, and Indiana, to systemic 
failures in northern Virginia and West Virginia, 9-1-1 systems and services were partially or completely down for up to several 
days. Seventeen PSAPs5 in three states lost service completely, affecting the ability of more than 2 million people to reach 9-1-1 
at all.6”

The greatest impacts occurred in northern Virginia as a result of power failures and the failure of back up generators to take the 
load. The resulting loss of the SS77 signaling capability isolated several 9-1-1 switches. This, coupled with losses in transport 
HTXLSPHQW��FUHDWHG�FRPPXQLFDWLRQV�SUREOHPV�WKDW�OLQJHUHG�GD\V�DIWHU�WKH�HYHQW��

Hurricane Sandy
,Q�������+XUULFDQH�6DQG\�XQFRYHUHG�VLJQLÀFDQW�H[SRVXUHV�WR�WKH�UHVLOLHQF\�RI�RXU�WHOHFRPPXQLFDWLRQV�LQIUDVWUXFWXUH��+XUULFDQH�
Sandy was a Category 1 Hurricane with sustained winds of 80 mph; nowhere near a catastrophic Category 4 or 5 hurricane with 
VXVWDLQHG�ZLQGV�RI�����PSK�RU�PRUH�W\SLFDOO\�DVVRFLDWHG�ZLWK�IDU�UHDFKLQJ�GDPDJH�SRWHQWLDO��EXW�WKHUH�ZDV�FDWDVWURSKLF�ÁRRG-
ing and the impact to the US economy was severe.  

It is estimated that 8.5 million people in 15 states lost power. The storm affected personal and business services which 
impacted millions more. Making matters worse, fuel distribution was also disrupted, which left portable generators unused 
in some cases.  As a result, communications and broadband access were compromised for millions of individuals and thou-
sands of businesses.

The FCC recently summarized the impact to communications service during Hurricane Sandy as follows: “Superstorm Sandy 
GLVDEOHG�DW�LWV�SHDN�PRUH�WKDQ�WZHQW\�ÀYH�SHUFHQW�RI�FHOO�VLWHV�LQ�����FRXQWLHV�LQ�DOO�RU�SDUW�RI�WHQ�VWDWHV�DQG�WKH�'LVWULFW�RI�&R-
lumbia.8 The most extensive wireless service impairments from Superstorm Sandy were heavily concentrated in New Jersey and 
in the New York City metropolitan area, where millions of residents found themselves without reliable and continuous access to 
mobile wireless communications throughout the storm and its aftermath.9 Several counties had outages more than double the 
�� 7KH�1DWLRQDO�:HDWKHU�6HUYLFH�GHÀQHV�D�GHUHFKR�DV�´D�ZLGHVSUHDG��ORQJ�OLYHG�ZLQG�VWRUP�WKDW�LV�DVVRFLDWHG�ZLWK�D�EDQG�RI�UDSLGO\�PRYLQJ�VKRZHUV��

or thunderstorms.  Although a derecho can produce destruction similar to that of tornadoes, the damage typically is directed in one direction along  
D�UHODWLYHO\�VWUDLJKW�VZDWK���$V�D�UHVXOW��WKH�WHUP�¶VWUDLJKW�OLQH�ZLQG�GDPDJH·�VRPHWLPHV�LV�XVHG�WR�GHVFULEH�GHUHFKR�GDPDJH���%\�GHÀQLWLRQ��LI�WKH��
wind damage swath extends more than 240 miles (about 400 kilometers) and includes wind gusts of at least 58 mph (93 km/h) or greater along  
PRVW�RI�LWV�OHQJWK��WKHQ�WKH�HYHQW�PD\�EH�FODVVLÀHG�DV�D�GHUHFKR�µ��6HH�KWWS���ZZZ�VSF�QRDD�JRY�PLVF�$EW'HUHFKRV�GHUHFKRIDFWV�KWP�

5 Public Safety Answering Point
6 Impact of the June 2012 Derecho on Communications Networks and Services, Report and Recommendations, A Report of the Public Safety and   

Homeland Security Bureau, Federal Communications Commission, January 2013, http://www.fcc.gov/document/derecho-report-and-recommendations
7 Signaling System 7
8 See Statement of FCC Chairman Julius Genachowski, Superstorm Sandy Field Hearing, New York, NY, and Hoboken, NJ (Feb. 5, 2013), available at  

http://transition.fcc.gov/Daily_Releases/Daily_Business/2013/db0205/DOC-318754A1.pdf.
9 See, e.g., Kevin McCoy, et al., Wireless Service Improves in Sandy-affected Areas, USA Today (Nov. 1, 2012), available at http://www.usatoday.com/ 

VWRU\�WHFK������������VDQG\�FHOOSKRQHV�VHUYLFH�FKDUJLQJ�����������´:LUHOHVV�FRYHUDJH�LV�JUDGXDOO\�UHFRYHULQJ�LQ�WKH�DUHDV�DIIHFWHG�E\�+XUULFDQH�6DQG\��
EXW�PLOOLRQV�RI�1RUWKHDVWHUQHUV�DUH�VWLOO�JUDSSOLQJ�ZLWK�VSRWW\�RU�QR�FHOOXODU�FRQQHFWLRQV�µ��
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WZHQW\�ÀYH�SHUFHQW�ÀJXUH�IRU�WKH�ODUJHU�DUHD³VRPH�PXFK�PRUH³DQG�IRU�WKH�VWDWH�RI�1HZ�-HUVH\��DOO�RI�ZKLFK�ZDV�LQFOXGHG�LQ�WKH�
reporting area, aggregated cell site outages were on the order of forty percent. However, within a few days, cellular coverage im-
SURYHG�GUDPDWLFDOO\��GHVSLWH�VLJQLÀFDQW�FKDOOHQJHV�LQ�UHSOHQLVKLQJ�IXHO�VXSSOLHV��SDUW�WKURXJK�GLOLJHQW�GHSOR\PHQW�RI�JHQHUDWRUV��
FHOO�WRZHUV�RQ�ZKHHOV��&2:6��DQG�FHOO�WRZHUV�RQ�OLJKW�WUXFNV��&2/7V��

Boston Marathon Bombing
2Q�$SULO�����������QHDU�WKH�GHQVHO\�SDFNHG�ÀQLVK�OLQH�RI�WKH�%RVWRQ�0DUDWKRQ��WZR�ERPEV�H[SORGHG�NLOOLQJ�WKUHH�SHRSOH�DQG�
LQMXULQJ�����RWKHUV��,QVWDQWO\��FKDRV�HQVXHG�DQG�WKH�DUHD�ZDV�WXUQHG�LQWR�D�´ZDU�]RQHµ�DV�GHVFULEHG�E\�$%&�1HZV��

/RFDO�JRYHUQPHQW�RIÀFLDOV�XVHG�VRFLDO�PHGLD�LQFOXGLQJ�7ZLWWHU�WR�QRWLI\�FLWL]HQV�RI�WKH�LQFLGHQW�DQG�ODWHU�WR�VROLFLW�YLGHR�IRRWDJH�
RI�WKH�DUHD�QHDU�WKH�ÀQLVK�OLQH��

:KLOH�ZLUHOHVV�QHWZRUNV�RSHUDWHG�DV�GHVLJQHG�DQG�GLG�QRW�VXIIHU�RXWDJHV�DV�D�UHVXOW�RI�WKH�ERPELQJ��WKH�VXGGHQ�VXUJH�LQ�WUDIÀF�
DQG�UHVXOWLQJ�FRQJHVWLRQ�PDGH�LW�GLIÀFXOW�IRU�SDUWLFLSDQWV�DQG�VSHFWDWRUV�WR�FRQQHFW�ZLWK�WKHLU�IDPLO\�PHPEHUV���$OVR��DV�SROLFH�
EHJDQ�WKH�PDQKXQW�IRU�WKH�ERPEHUV��ÀUVW�UHVSRQGHUV�VRXJKW�WR�VKDUH�KLJK�YROXPHV�RI�GDWD��SULPDULO\�FLWL]HQ�FDSWXUHG�YLGHR��
with other law enforcement agencies and the public at large. Collecting mobile phone video and sharing it for analysis reportedly 
KHOSHG�ZLWK�WKH�LGHQWLÀFDWLRQ�DQG�FDSWXUH�RI�WKH�ERPEHUV���

Suzanne Spaulding, deputy undersecretary of the U.S. Department of Homeland Security, acknowledged there were other com-
PXQLFDWLRQV�IDLOXUHV�GXULQJ�WKH�UHVSRQVH�WR�WKH�ERPELQJV��´6LJQLÀFDQW�SUREOHPV�UHDOO\�DURVH�«�ZLWK�WKDW�HVVHQWLDO�GHOLYHU\�RI�ELJ�
GDWD�SDFNDJHV��SDUWLFXODUO\�WKH�YLGHRV�WKDW�SURYHG�WR�EH�VR�VLJQLÀFDQW�DQG�LPSRUWDQW�LQ�WKH�UHVROXWLRQ�RI�WKLV�HYHQW�10” 

Colorado Floods
$IWHU�ZLOGÀUHV�DQG�GURXJKWV�HDUOLHU�LQ�WKH�\HDU��UHVLGHQWV�RI�&RORUDGR�ZHUH�KRSLQJ�IRU�VRPH�UDLQ��:KDW�WKH\�JRW�ZDV�PRUH�WKDQ�D�
\HDU·V�ZRUWK�RI�UDLQ�LQ�MXVW�IRXU�GD\V��7KH�ÁRRGLQJ�FUHDWHG�ZLGHVSUHDG�SUREOHPV�ZLWK�SRZHU�RXWDJHV�DQG�URDG�ZDVKRXWV��&RPPX-
QLFDWLRQV�VHUYLFH�SURYLGHUV�H[SHULHQFHG�WKH�HIIHFWV�RI�WKH�ÁRRGV��ORVLQJ�ÀEHU�EDFNKDXO�LQ�VRPH�FDVHV�WKDW�LVRODWHG�IDFLOLWLHV�DQG�
created service outages. In other cases, power loss and restoral times exceeded the battery capabilities to provide back up power. 
:KLOH�QRW�DV�VHYHUH�DV�RWKHU�VWRUPV��ORFDO�RIÀFLDOV�UHSRUWHG�WKDW�FRPPXQLFDWLRQV�SUREOHPV�GLG�LPSDFW�VHDUFK�DQG�UHVFXH�HIIRUWV��

Hurricane Katrina
The panel investigating Hurricane Katrina found that though the coastal areas along the Gulf of Mexico suffered substantial 
damage, the region’s communications infrastructure as a whole performed fairly well in the face of the extreme winds and rain 
IURP�WKH�VWRUP���7KH\�FLWHG�XQLTXH�FRQGLWLRQV��VXFK�DV�VXEVWDQWLDO�ÁRRGLQJ��ZLGHVSUHDG�DQG�H[WHQGHG�SRZHU�RXWDJHV�DQG�VHFX-
ULW\�LVVXHV�DV�EHLQJ�ODUJHO\�UHVSRQVLEOH�IRU�WKH�VLJQLÀFDQW�FRPPXQLFDWLRQV�GLVUXSWLRQV�WKDW�DIIHFWHG�PXFK�RI�WKH�UHJLRQ�IRU�DQ�
H[WHQGHG�SHULRG��,Q�DGGLWLRQ��IDLOXUH�RI�UHGXQGDQW�SDWKZD\V�IRU�FRPPXQLFDWLRQV�WUDIÀF��DQG�LQDGYHUWHQW�OLQH�FXWV�GXULQJ�UHVWR-
ration were named as issues contributing to network failures or delays in restoration.

:KLOH�QRW�VSHFLÀFDOO\�RXU�IRFXV�KHUH��WKH�SRWHQWLDO�IRU�PDQ�PDGH�FRPPXQLFDWLRQV�RXWDJHV��ZKHWKHU�DFFLGHQWDO�RU�LQWHQWLRQDO�
DOVR�UHSUHVHQWV�VLJQLÀFDQW�UHVLOLHQF\�FKDOOHQJHV��7KH�7$&�F\EHU�VHFXULW\�ZRUNLQJ�JURXS�LV�DGGUHVVLQJ�PDQ\�RI�WKHVH�LWHPV��+RZ-
ever, the physical security of the power grid, communications infrastructure, and particularly top-tier interconnection facilities 
should be considered as critical infrastructure on which the nation’s ability to communicate and conduct commerce depends. 
Not all man-made events affecting communications networks are large, well-planned occurrences. For example, as service 
providers seek to add back up power deeper in the outside plant, thieves targeting generators, batteries and heavy metals are 
creating an outage potential where the provider has actually taken steps to guarantee service11.

10  http://www.pewstates.org/projects/stateline/headlines/after-boston-bombings-a-failure-of-communications-85899471750
11  http://www.khou.com/news/crime/khou-89547597.html
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7KH�DFWXDO�UHOLDELOLW\�DQG�UHVLOLHQF\�RI�WKH�QHWZRUN�GLUHFWLRQ�LV�GLIÀFXOW�WR�DVFHUWDLQ�ZLWKRXW�D�FOHDUO\�GHÀQHG�EDVHOLQH��7R�GDWH��
VXFK�D�EDVHOLQH�GRHV�QRW�H[LVW�DQG�WKHUHIRUH�LW�LV�GLIÀFXOW�WR�GHWHUPLQH�UHVLOLHQF\�WUHQGV���7KLV�SDSHU�DGGUHVVHV�VRPH�RI�WKHVH�
issues in more detail by recommending data use and sources.

Dependency on the Power Grid
Natural disasters, similar to the examples above, demonstrate the essential nature of the power grid to communications.

• In the Derecho example, the largest impact was actually to the wireline switch and SS7 outages due to power loss and 
generator failure.  

• In Hurricane Sandy, wireless towers were out of service due to various factors, but it should be noted that some wire-
OLQH�LQIUDVWUXFWXUH�ZDV�ÁRRGHG�DQG�UHTXLUHG�FRPSOHWH�UHSODFHPHQW��

• Even though Hurricane Katrina occurred a number of years ago, many of the recommendations still apply. They are 
listed below.

• 7KH�&RORUDGR�ÁRRGV�FUHDWHG�SUREOHPV�LQ�WZR�SULPDU\�DUHDV��ÁRRGLQJ�RI�IDFLOLWLHV�LVRODWLQJ�RIÀFHV�DQG�WRZHUV�DQG�SRZHU�
outages. 

Whether caused through overload, natural disaster, or man-made events, the nation’s power supply is critical to the perfor-
mance of its communications network. This becomes even more relevant as the network of record moves away from wireline.  
:KLOH�PDQ\�RI�WKH�NH\�IDFLOLWLHV�VXFK�DV�FHOOXODU�WRZHUV��FHQWUDO�RIÀFHV��DQG�GDWD�FHQWHUV�PDLQWDLQ�JHQHUDWRUV�RU�EDWWHU\�EDFN�XS��
these are typically designed for limited coverage pending restoral of commercial power. At the premise level, the average home12 
GRHVQ·W�KDYH�D�JHQHUDWRU�RU�EDFN�XS�SRZHU�VXSSO\�WKDW�ZLOO�PDLQWDLQ�À[HG�FRPPXQLFDWLRQ�RU�,QWHUQHW�VHUYLFH�GXULQJ�DQ�RXWDJH� 

Major recommendations13�PDGH�E\�WKH�+XUULFDQH�.DWULQD�3DQHO�WR�SURPRWH�HIÀFLHQW�DQG�HIIHFWLYH�GLVDVWHU�SODQQLQJ�DQG�UHFRY-
ery efforts centered around four areas:

• Pre-position the communications industry and government to achieve greater network reliability and resiliency in the 
event of natural disasters;

• Improve recovery coordination;
• Improve the operability and interoperability of public safety and 911 communications
• Improve disaster-related emergency communications to the public.

Major recommendations14 coming from the Derecho report include ensuring that service providers:
• Conduct periodic audits of 9-1-1 circuits
• 0DLQWDLQ�DGHTXDWH�EDFNXS�SRZHU�DW�FHQWUDO�RIÀFHV
• Follow regular maintenance and testing procedures
• +DYH�DGHTXDWH�QHWZRUN�PRQLWRULQJ�OLQNV�
• +DYH�D�PRUH�VSHFLÀF�REOLJDWLRQ�WR�QRWLI\�������FDOO�FHQWHUV�RI�EUHDNGRZQV�RI�������FRPPXQLFDWLRQV� 

As the Derecho report was issued after Hurricane Sandy hit, the report included two additional areas of focus based on this 
event: 

• The ability of consumers to originate successful calls for help in emergencies, including the availability of wireless 
networks 

• 3RZHU�IRU�FRQVXPHUV·�GHYLFHV�DQG�HTXLSPHQW

12 The 21st century does not have a CO powered phone, but several active devices that require power to provide communications across multiple   
protocol layers.

13 http://transition.fcc.gov/pshs/docs/advisory/hkip/karrp.pdf pages iii-v
14 http://hraunfoss.fcc.gov/edocs_public/attachmatch/DOC-318331A1.pdf starting page 39
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In the Hurricane Sandy report, the analysis led to the following statement:

“DOE and the National Telecommunications Information Administration (NTIA, part of DOC), should work with FCC to promote a 
programmatic approach to ensure that cellular towers (antennas), data centers, and other critical communications infrastructure 
are able to function regardless of the status of the electrical grid. In addition, encouraging stored power (i.e., batteries) for con-
VXPHU�OHYHO�EURDGEDQG�HTXLSPHQW��WKURXJK�IXQGLQJ�RU�RWKHU�PHDQV���ZLOO�LPSURYH�LPSDFWHG�LQGLYLGXDOV·�DELOLW\�WR�VHHN�LQIRUPD-
tion, help with recovery needs, communicate with family members, and even work from home when transportation or business 
IDFLOLWLHV�DUH�VLJQLÀFDQWO\�FRPSURPLVHG�15”

15 http://portal.hud.gov/hudportal/documents/huddoc?id=HSRebuildingStrategy.pdf page 69, recommendation 16

Figure 4. Hurricane Sandy Rebuilding Strategy Report
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RECOMMENDATION:  Reliability/Resiliency: The FCC act as a catalyst and work closely with the power industry to encourage 
continued improvements to reliable commercial power architectures to assist the communications service providers in develop-
ing resilient industry-related strategies for critical network infrastructure. 

a. FCC to work with FERC and other power industry agencies.
i. Explore the impact of long-term use of back up and diverse power sources.

6XEVHTXHQW�WR�WKH�+XUULFDQH�6DQG\�UHSRUW��WKH�)&&�VWXGLHG�WKH�UHSRUWHG�GDWD�DQG�VXEVHTXHQWO\�FRQGXFWHG�KHDULQJV�DQG�LQWHU-
views to gather a more complete record on the actual scope of service failures. The Commission found that performance varied 
between service providers in ways not easily explainable by the event. 

In the 2011 report from CSRIC on the transition to next-generation 911 (NG911), power supply dependencies were noted in 
VSHFLÀF�UHFRPPHQGDWLRQV�DW�WKH�)HGHUDO��6WDWH��DQG�36$3�OHYHOV16. 

As the transition to VoIP and wireless continues, the ability to rely on network powered communications declines. In diagram 
below (Figure 5), we illustrate how this transition also transfers responsibility for power from centralized locations to customer 
SUHPLVH���1RWH�WKDW�LQ�DOO�FDVHV�H[FHSW�IRU�WKH�ÀUVW�VFHQDULR�IRU�FHQWUDO�RIÀFH�SRZHUHG�VHUYLFH��LW�ZLOO�EH�XS�WR�WKH�FRQVXPHU�RU�
the enterprise to provide backup power for their own communications. While some network access devices provide for a battery 
backup, most service providers are not providing or monitoring battery life at the customer premise.

In recent comments on network resiliency, Commissioner Rosenworcel re-
counts some of these same events and also observed that new wireless 
and IP services are dependent on commercial power, and these events 
UDLVH�LPSRUWDQW�TXHVWLRQV�FRQFHUQLQJ�QRW�RQO\�WKH�DYDLODELOLW\�RI�EDFN�XS�
power but the need to ensure “that consumers understand not just the 
EHQHÀWV��EXW�DOVR�WKH�OLPLWDWLRQV��RI�QHZ�WHFKQRORJLHV�ZKHQ�WKH\�UHDFK�
out for assistance” and to be prepared for such events17. 

For more information on this topic, we refer the reader to the paper 
DXWKRUHG�E\�3URIHVVRU�'DYLG�*DEHO�DQG�6WHYHQ�%XUQV�SXEOLVKHG�E\�WKH�
National Regulatory Research Institute (NRRI). This paper, entitled “The 
7UDQVLWLRQ�IURP�WKH�/HJDF\�3XEOLF�6ZLWFKHG�7HOHSKRQH�1HWZRUN�WR�0RGHUQ�
Technologies” provides a detailed look at the impact of commercial power 
on communications18.  

16  http://transition.fcc.gov/pshs/docs/csric/CSRIC-WG4B-Final-Report.pdf
17  See FCC 13-125, page 38 http://transition.fcc.gov/Daily_Releases/Daily_Business/2013/db0927/FCC-13-125A1.pdf
18 Available at https://prodnet.www.neca.org/publicationsdocs/wwpdf/111212nrri.pdf

Figure 5. Consumer Power Impacts by Technology
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It is important to point out that the Consumer Electronics Association (CEA) has been actively working with service providers and 
electronics manufacturers to improve the power performance of key elements in the communications chain. They have been 
pushing for market-oriented programs and initiatives, including industry-led standards and market research driving towards 
LQFUHDVHG�HQHUJ\�HIÀFLHQF\��7KH\�DUH�ZRUNLQJ�ZLWK�JRYHUQPHQWV�LQ�WKH�GHYHORSPHQW�RI�HQHUJ\�HIÀFLHQF\�LQLWLDWLYHV�WKDW�FRPSOH-
ment and support the voluntary approach and continued innovation, expanded consumer choice, and enhanced product func-
tionality. They coordinate their efforts with other stakeholders including advocacy groups and regulators such as the Department 
of Energy, Environmental Protection Agency, Federal Trade Commission, and the California Energy Commission, among others. 
As an example, CEA, the National Cable & Telecommunications Association (NCTA) and 15 industry-leading video providers and 
GHYLFH�PDQXIDFWXUHUV�VLJQHG�DQ�XQSUHFHGHQWHG�6HW�7RS�%R[�(QHUJ\�&RQVHUYDWLRQ�$JUHHPHQW�WKDW�ZLOO�UHVXOW�LQ�DQQXDO�UHVLGHQ-
tial electricity savings of $1.5 billion or more.
 
RECOMMENDATION:  The FCC sponsor industry collaboration to create educational material and guidelines for consumer back-
up power associated with their broadband communication services. 

a. Explore leveraging DHS, FEMA, and the Ad Council to establish a fund to create and promote consumer awareness.
b. Collaborate with service providers and consumer electronics manufacturers to document power consumption for 

devices in the communications chain. 
F�� )&&�WR�SURPRWH�WKH�GHYHORSPHQW�RI�D�&3(�HIÀFLHQF\�DQG�´SOXJµ�SURJUDP�WR�FUHDWH�D�FRPPRQ�SRZHU�SOXJ�IRU�EDFN�

up power.
d. Establish a challenge.gov challenge to develop creative solutions to maintain customer communication services 

for at least 24 hours during power outages.
d. Establish a challenge.gov challenge to develop creative solutions to maintain customer communication services 

for at least 24 hours during power outages.
 
RECOMMENDATION:  FCC Sponsored Workshops:

a. Workshop: Consumer Awareness: The FCC host consumer awareness workshops to foster and create educational 
material on guidelines for consumers in relation to power back up and services impact.

E�� :RUNVKRS��&($�DQG�RWKHU�UHOHYDQW�SDUWLHV��)&&�WR�SURPRWH�ODEHOLQJ��HIÀFLHQF\��HDVH�RI�XVH�IRU�&3(���$WWHQGHHV�WR�
include: CEA, CPE vendors, SP’s and consumer advocacy groups.

c. Physical Infrastructure Reliability Summit/Workshop: This workshop would be designed to leverage the Hurricane 
Sandy Rebuilding Strategy Action Report.  FCC would lead collaboration efforts with other government entities in 
relation to power reliability and restoration. 
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OVERVIEW OF COMMUNICATIONS RESILIENCY
The Wireline Circuit Switched Network
Resiliency is a key attribute of the Public Switched Telephone Network. The customer premise, the access, the switch, the tan-
dem and interconnection, power and the transport were all built with reliability in mind.  

The Switch
In the TDM network, resiliency was developed over a long period of time through design, performance analysis, standards and 
URRW�FDXVH�IDLOXUH�DQDO\VLV��2QH�RI�WKH�IUHTXHQW�H[SUHVVLRQV�RI�3671�VHUYLFH�SHUIRUPDQFH�KDV�EHHQ�WKH�FKDUDFWHUL]DWLRQ�WKDW�WKH�
network service is available 99.999% of the time.  This standard of “5 nines” continues to drive the performance expectation of 
the network. This, in turn, has driven vendors and service providers to develop products and procedures to meet these stan-
dards.

For example, digital switches were designed to have essentially no unplanned downtime. Many digital switches have traditionally 
EHHQ�EXLOW�WR�VSHFLÀFDWLRQV�WKDW�HQVXUH�WKH\�DUH�RQO\�RXW�RI�VHUYLFH�IRU�XQSODQQHG�SXUSRVHV�QR�PRUH�WKDQ�D�IHZ�PLQXWHV�LQ�D�
forty year period. 

This level of reliability was accomplished in the digital switch by having all essential components duplicated, spared or backed-
XS��(TXLSPHQW�YHQGRUV�GHYHORSHG�SURSULHWDU\�KDUGZDUH�DQG�VRIWZDUH�WKDW�ZDV�IXOO\�UHGXQGDQW�DQG�IDXOW�WROHUDQW�LQ�WKDW�QR�VLQ-
gle failure could cause a switch outage. This strategy created a resilient network by interconnecting multiple individual switches, 
all designed to be fully redundant and to survive failures and disruptions.

At the call level, any given call was simultaneously processed by a primary (or hot) and standby processor. If the primary compo-
nent failed, the standby unit instantly took over the call with no perceivable loss of service. Routine automated diagnostic and 

maintenance programs in the switch software identi-
ÀHG�DQG�FRUUHFWHG�SUREOHPV�EHIRUH�WKH\�DIIHFWHG�VHU-
vice, and a sophisticated automated system of alarms 
DQG�ORJV�NHHS�WKH�FHQWUDO�RIÀFH�VWDII�LQIRUPHG�RI�DQ\�
potential trouble areas within the switching system.

In addition, most large providers provisioned net-
work-wide operations systems (OSs) that gave them a 
real-time view of all their switching systems. The OSS 
provided a centralized place to anticipate and preempt 
problems that might span multiple network nodes.

While each switch had redundancy built-in, external 
events are accounted for as well. For example, in the 
event of a power failure, switching sites and remotes 
are provisioned with battery back up power supply. 
&HQWUDO�RIÀFHV�DUH�W\SLFDOO\�HTXLSSHG�ZLWK�ODUJH�EDWWHU\�
arsenals and diesel generators that could power the fa-
cility as long as fuel was maintained. Trunks to a given 
RIÀFH�DUH�GHVLJQHG�WR�SURYLGH�PXOWLSOH�URXWHV�WR�DFFHVV�
other switches. In cases where switch connectivity is )LJXUH����6LPSOLÀHG�7'0�6ZLWFK�%ORFN�/D\RXW
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lost, the ability for users to place  switch with emergency standalone support.  Switches were originally developed to support ap-
SUR[LPDWHO\���������VXEVFULEHUV�RU��������WUXQNV��GHSHQGLQJ�RQ�WKH�RIÀFH�W\SH��+RZHYHU��PRUH�WKDQ����SHUFHQW�RI�7'0�RIÀFHV�
QHYHU�KDG�PRUH�WKDQ��������VXEVFULEHUV��WKHUHE\�OLPLWLQJ�WKH�LPSDFW�RI�D�VSHFLÀF�VZLWFK�IDLOXUH�

7KLV�YLHZ�RI�QHWZRUN�UHVLOLHQF\�ZDV�EXLOW�VZLWFK�E\�VZLWFK�XQGHU�WKH�UHTXLUHPHQW�WKDW�HDFK�VZLWFK�ZRXOG�EH�PHHWLQJ�WKH�
99.999% objective and that the network would as well. Maintenance procedures were developed to upgrade hardware and soft-
ware without creating an outage. That is, upgrades were performed on the inactive side of the redundant processor. If there was 
a problem when switching to the new software, the original load was still there and ready to perform. 

However, this increased costs: TDM hardware was manufactured in relatively low volumes. Vendors developed millions of lines 
of software, hardened to support the same “no downtime” mindset for patching and upgrades. These vendors also developed 
ULJRURXV�PDLQWHQDQFH�SURFHGXUHV�WR�SUHYHQW�RXWDJHV��,Q�DGGLWLRQ��7'0�HTXLSPHQW�FRQVXPHG�VLJQLÀFDQW�HQHUJ\�

Access to emergency operators (Public Safety Answering Points) were ensured through a combination of switch reliability and 
dedicated trunks connecting to PSAP’s that weren’t impacted when other trunks were in overload. 

,Q�WKH�ODWH�����V��LPSURYHPHQWV�LQ�FRPPHUFLDO�RII�WKH�VKHOI��&276��KDUGZDUH�DQG�VRIWZDUH��81,;��/LQX[�HWF���FUHDWHG�DQ�RSSRU-
tunity for vendors to transition their software to run on new platforms and new operating systems. Redundancy schemes began 
to change as well as 1:1 redundancy in hardware processing transitioned to a 1:n scheme with a single processor backing up 
several active processors. New types of service providers were also emerging. Voice over Internet Protocol (VoIP) was being 
UROOHG�RXW�LQ�ERXWLTXH��SXUSRVH�EXLOW�DSSOLFDWLRQV��LQWHQGHG�LQLWLDOO\�WR�E\SDVV�KLJK�WROO�FKDUJHV�EHLQJ�LQFXUUHG�RQ�LQWHUQDWLRQDO�
calls. The success of these use cases allowed enterprises and carriers to leverage VoIP as well. In fact, service providers provid-
ing facilities-based VoIP via GR30319 or H.32320 deployments built many of the competitive services in the US. 

The migration of the PSTN over to the Next-generation IP networks that provide for voice services results in a shift from this 
ultra-reliable simplex network elements (“PSTN style” engineering) to what may appear as a less resilient architecture.  However, 
JHR�UHGXQGDQW�QHWZRUN�HOHPHQWV�FRPELQHG�ZLWK�SURWRFROV�WR�GHWHFW�D�IDLOHG�HOHPHQW�DQG�UH�GLVWULEXWH�WKH�WUDIÀF��´,QWHUQHW�VW\OHµ�
HQJLQHHULQJ��ZLOO�UHVXOW�LQ�HTXLYDOHQW�RU�EHWWHU�UHVLOLHQW�QHWZRUNV�VXSSRUWLQJ�EDVLF�YRLFH�FRPPXQLFDWLRQV��7KHUH�KDYH�EHHQ�QX-
merous studies to evaluate the overall reliability of Next-generations Networks that are IP and or IMS-based networks. Continued 
competition will further incent service providers to develop and deploy the latest and best architectures to ensure more reliable 
DQG�UHVLOLHQW�QHWZRUNV�LQ�WKH�IXWXUH��VHH�&DEOH/DEV�ZKLWHSDSHU21).

Access
7RGD\��WKH�RXWVLGH�SODQW�FRQWLQXHV�WR�EH�PDGH�XS�RI�WZLVWHG�FRSSHU�SDLU�ZLUH�FDUU\LQJ�ERWK�OLQHV�DQG�WUXQN�WUDIÀF�DV�ZHOO�
DV�KLJK�FDSDFLW\�ÀEHU�RSWLF�FDEOH�RU�+)&�QHWZRUNV�WKDW�XVXDOO\�FDUU\�PXOWLSOH[HG�WUDIÀF�IURP�PDQ\�OLQHV�RU�WUXQNV���$�YDULHW\�RI�
technologies and devices are deployed today that constitute the “local loop”. Twisted copper pair, coaxial cables via a Hybrid 
Fiber Coax (HFC) network, 

7R�PDNH�D�WUDGLWLRQDO�WHOHSKRQH�ULQJ��SRZHU�ZDV�SURYLGHG�IURP�WKH�FHQWUDO�RIÀFH�RU�D�5HPRWH�'LJLWDO�WHUPLQDO��5'7���$Q�HIIHFW�RI�
this architecture was that phone service continued to work through most power outages. This has been one of the strengths of 
WKH�3671��,Q�PRVW�FDVHV��WKH�YRLFH�QHWZRUN�FRQWLQXHG�WR�ZRUN�LI�SRZHU�WR�WKH�FHQWUDO�RIÀFH�RU�WKH�5'7��OLQH�FRQFHQWUDWRU��ZDV�
PDLQWDLQHG��2YHU�WLPH��OLQH�FRQFHQWUDWLRQ�HTXLSPHQW��VLJQDO�UHSHDWHUV��DQG�D�KRVW�RI�RWKHU�RXWVLGH�SODQW�HTXLSPHQW�HYROYHG�WR�
H[WHQG�WKH�ORRS�OHQJWK�DQG�TXDOLW\�RI�YRLFH�VHUYLFH�RYHU�WKH�ORRS��

19 http://www.telcordia.com/services/testing/integrated-access/ss/
20 http://www.itu.int/rec/T-REC-H.323/en/
21� �KWWS���ZZZ�FDEOHODEV�FRP�VSHFLÀFDWLRQ�YRLS�DYDLODELOLW\�DQG�UHOLDELOLW\�PRGHO�IRU�WKH�SDFNHWFDEOH�DUFKLWHFWXUH�
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The next-generation of physical (non-radio) access in the last mile is based on Passive Optical Network (PON) architecture.  The 
321�W\SLFDOO\�FRQVLVWV�RI�2SWLFDO�/LQN�7HUPLQDWLRQ��2/7��ORFDWHG�DW�D�FHQWUDO�RIÀFH�H[FKDQJH����1�SDVVLYH�VSOLWWHU�DJJUHJDWRU�OR-
FDWHG�QHDU�WKH�DFFHVV�UHJLRQ�FRQQHFWLQJ�WR�W\SLFDOO\����2SWLFDO�1HWZRUN�8QLWV��218V�����7KHVH�HQWLWLHV�DUH�OLQNHG�E\�ÀEHU�FRQQHF-
WLRQV��)RU�ÀEHU�WR�WKH�FXUE�GHSOR\PHQW��218�IXQFWLRQV�DUH�ORFDWHG�LQ�URDGVLGH�FDELQHWV�DQG�XVHUV�DUH�FRQQHFWHG�WR�WKH�QHWZRUN�
XVLQJ�'6/�RYHU�WZLVWHG�FRSSHU�SDLU�FRQQHFWLRQV���7KH�PDLQ�ÀEHU�UXQV�RQ�D�321�QHWZRUN�WKDW�FDQ�RSHUDWH�DW�����WR����*ESV����
7KHUH�DUH�QR�SRZHU�UHTXLUHPHQWV�RQ�WKH�ÀEHU�RXWVLGH�SODQW��KRZHYHU��SRZHU�DW�WKH�SUHPLVH�WR�GULYH�WKH�ODVHUV�DQG�SUHPLVH�
HTXLSPHQW�LV�UHTXLUHG��,Q�WKH�FDVH�RI�+)&�QHWZRUNV�SRZHU�LV�SURYLGHG�IRU�WKH�DFWLYH�QHWZRUN�HOHPHQWV��WKH�HOHFWULFDO�RSWLFDO�FRQ-
YHUVLRQ�QRGH�DQG�DPSOLÀHUV�LQ�WKH�5)�FRD[�QHWZRUN���&DEOH�RSHUDWRUV�W\SLFDOO\�SURYLGH�EDFN�XS�SRZHU�V\VWHPV�IRU�WKHVH�QHWZRUN�
elements.  Multiple services are carried over the HFC network, including VoIP using DOCSIS transport.

Interconnection
7KH�WUXQNLQJ�EHWZHHQ�D�FHQWUDO�RIÀFH�DQG�WKH�WDQGHP�RU�WKH�LQWHUH[FKDQJH�FDUULHU�RIÀFH�ZDV�W\SLFDOO\�FRPSOHWHG�ZLWK�PRUH�WKDQ�
one trunk and more than one route. The IXC switches were each connected to every other switch via physical trunk connections. 
Over time, analog trunks were replaced by optical interfaces and the network of physical trunks is being by an IP network.

6HUYLFH�SURYLGHUV�KDYH�WUDGLWLRQDOO\�HQVXUHG�WKH�UHOLDELOLW\�RI�WKHLU�WUDQVPLVVLRQ�QHWZRUNV�E\�FRQÀJXULQJ�DQG�HQJLQHHULQJ�DO-
WHUQDWH�URXWHV�IRU�WUDIÀF��2QH�URXWH³WKH�ZRUNLQJ�SDWK³EHWZHHQ�&LW\�$�DQG�&LW\�%��IRU�LQVWDQFH��PLJKW�EH�SODFHG�DORQJ�D�PDMRU�
KLJKZD\�ZKLOH�WKH�DOWHUQDWH�URXWH³WKH�SURWHFWLRQ�SDWK³PLJKW�EH�SODFHG�DORQJ�D�XWLOLW\�ULJKW�RI�ZD\��0LFURZDYH�WUDQVPLVVLRQ�LV�
another widely used way to provide alternate routing.

2SWLFDO�GHSOR\PHQW�FRXSOHG�ZLWK�WKH��V\QFKURQRXV�2SWLFDO�1HWZRUN��621(7�VWDQGDUG³GUDPDWLFDOO\�LPSURYHG�UHOLDELOLW\�RI�
WUDQVPLVVLRQ�QHWZRUNV�WKURXJK�VHOI�KHDOLQJ�ÀEHU�ULQJ�WHFKQRORJLHV��:LWK�D�ELGLUHFWLRQDO�OLQH�VZLWFKHG�621(7�ULQJ��IRU�LQVWDQFH��
PXOWLSOH�RIÀFHV�ZHUH�OLQNHG�E\�SDLUV�RI�ÀEHU�ULQJV��HDFK�RI�ZKLFK�ZDV�SURYLVLRQHG�WR�FDUU\�KDOI�WKH�WUDIÀF�RQ�WKH�V\VWHP�GXULQJ�
QRUPDO�RSHUDWLRQ��621(7�V\VWHPV�RIWHQ�KDYH�GLYHUVH�SK\VLFDO�URXWHV�WR�PLWLJDWH�WKH�LPSDFW�RI�D�ÀEHU�FXW�GXH�WR�FRQVWUXFWLRQ�
RU�RWKHU�XQH[SHFWHG�LQWUXVLRQ��QRWH��PRVW�GLVWULEXWLRQ�ÀEHU�ULQJV��LQ�WKH�DFFHVV�SDUW�RI�WKH�SODQW��DUH�´FROODSVHG�ULQJVµ�DQG�QRW�
diverse rings). The remaining bandwidth is held in reserve for protection. In the event of a cable cut or degradation of optical 
VLJQDO��WKH�WUDQVPLVVLRQ�HTXLSPHQW�DXWRPDWLFDOO\�SODFHV�WKH�DIIHFWHG�WUDIÀF�RQ�WKH�DOWHUQDWH�URXWH�DQG�VHQGV�LW�DURXQG�WKH�ULQJ�
in the opposite direction, routing around the point of failure. Since the reroute is accomplished in milliseconds, service outages 
are prevented.

Service providers have built extremely reliable networks with automatic failover systems.  However, this is part of the circuit 
switched network that had at least 100% spare capacity in place.
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Next Generation or IMS Network Resiliency
7HFKQRORJ\�DGYDQFHPHQWV�LQ�GDWD�QHWZRUNV��DQG�KDUGZDUH�DQG�VRIWZDUH�SODWIRUPV�KDYH�HQDEOHG�KLJKHU�FDSDFLW\��KLJK�TXDOLW\�
multiservice networks to replace those of a single purpose nature. This evolution has enabled a single converged edge network 
HOHPHQW�WR�VXSSRUW�D�ODUJH�QXPEHU�RI�SRUWV�DFURVV�PXOWLSOH�WHFKQRORJLHV��LQFOXGLQJ�/7(��:L�)L�DQG�)77+��

7KH�ÀJXUHV�EHORZ�VKRZ�WKH�HYROXWLRQ�RI�GDWD�QHWZRUNV�LQ�WKH�ZLUHOHVV��ZLUHOLQH�DQG�FDEOH�WHFKQRORJ\�VHJPHQWV��

A similar evolution has occurred for voice networks. Circuit-switched networks are giving way to packet-switched VoIP networks in 
wireline and cable segments. The Radio Access Network (RAN) interface is already packetized, while the wireless networks are 
QRZ�DGRSWLQJ�D�SDFNHW�VZLWFKHG�FRUH�QHWZRUN�EDVHG�RQ�,06�DUFKLWHFWXUH��7KH�ÀUVW�JHQHUDWLRQ�9R,3�QHWZRUNV�VXFK�DV�3DFNHW&D-
EOH����DQG�'6/�$'6/�QHWZRUNV�VXSSRUWHG�D�VRIW�VZLWFK�DUFKLWHFWXUH�DQG�UHTXLUHG�VZLWFKHV�WR�EH�GHSOR\HG�LQ�QHWZRUN�ORFDWLRQV�
VXFK�DV�FHQWUDO�RIÀFHV��DOEHLW�IHZHU�ORFDWLRQV�GXH�WR�FDSDFLW\��DQG�OHYHUDJHG�FRVW�DQG�HIÀFLHQF\�DGYDQWDJHV�DIIRUGHG�E\�DOO�,3�
networks. 

Over its history the cable industry has deployed three different network architectures to offer residential telephone services:
1. Proprietary Circuit-Switched TDM based digital voice 
2. PacketCableTM���[�²�1HWZRUN�%DVHG�&DOO�6LJQDOLQJ��1&6��EDVHG�9R,3
3. PacketCableTM 2.0/IMS – Session Initiation Protocol (SIP) based VoIP 

$V�WKH�FDEOH�LQGXVWU\�ÀUVW�EHJDQ�RIIHULQJ�UHVLGHQWLDO�WHOHSKRQH�VHUYLFH��D�VPDOO�QXPEHU�RI�FDEOH�RSHUDWRUV�GHSOR\HG�SURSULHWDU\�
solutions from Arris and Tellabs, such as the Arris Cornerstone® TDM, circuit-switched architecture22, which used traditional 5E/
DMS 500 class switches and network power.  The voice signal was carried in digital form over the cable HFC network between 
the head-end and the network interface module on the side of the residence, which converted the signal to/from analog form 
over twisted pairs into the residence.  This infrastructure is being decommissioned in favor of the more cost-effective, ven-
dor-supported, VoIP solutions based on soft-switches using NCS and SIP signaling.

22� ´7ULDOV�RI�WKH�$55,6�&RUQHUVWRQH��9RLFH�V\VWHP�EHJDQ�LQ�ODWH�������DQG�FRPPHUFLDO�GHSOR\PHQW�EHJDQ�LQ������µ�5HIHUHQFH��KWWS���ZZZ�DUULVL�FRP�� �
 solutions/voice/index.asp

Figure 7. Access Technology Transition
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7KH�ÀJXUH�EHORZ�VKRZV�WKH�HYROXWLRQ�RI�ZLUHOLQH��ZLUHOHVV�DQG�FDEOH�QHWZRUNV�WR�VXSSRUW�YRLFH�RYHU�WKH�SDVW�GHFDGH��

 
7KH�IRFXV�IRU�WKH�QH[W�JHQHUDWLRQ�9R,3�QHWZRUNV�LQFOXGLQJ�3DFNHW&DEOH�����,06�9R,3�DQG�9R/7(�WHFKQRORJLHV�KDV�SULPDULO\�
been on minimizing total cost of ownership by reducing the total number of soft-switches and voice applications servers in the 
network. Modern day IMS networks can typically support millions of voice subscribers on a given instance of the network at a 
SDUWLFXODU�VLWH�ORFDWLRQ��7KHUHIRUH��LW�LV�QRW�XQFRPPRQ�WR�ÀQG�SDFNHW�FRUH��,06�RU�3DFNHW&DEOH�QHWZRUNV�GHSOR\HG�DW�D�KDQGIXO�RI�
site locations (normally less than 10) supporting millions of voice and data services.

While increases in capacity have enabled core deployments into fewer locations, the resiliency risk is also concentrated into 
fewer locations, but with larger impacts. To mitigate this, the former practice of co-locating both the active and the backup 
processors in a single location is giving way to splitting the active and redundant processors into separate physical locations, 
connected via an IP network.

 When a network or node at a given site fails in next-generation networks, a large number of ports, sessions or subscribers cur-
rently supported at the site are impacted. The service of these ports, sessions or subscribers needs to be rerouted to other sites 
to implement network resilience.  Furthermore, if a site or network node recovers, a failback mechanism needs to be implement-
ed to resume site operation.

 Most modern data switching and data routing platforms (for VoIP and data) manage failures using software-based algorithms. 
The good news is that such algorithms can be designed and deployed to address numerous scenarios including processor fail-
XUHV��QHWZRUN�FRPSRQHQW�IDLOXUHV��QHWZRUN�FRQQHFWLYLW\�IDLOXUHV��VLWH�IDLOXUHV��HWF���0RVW�QHWZRUN�HTXLSPHQW�YHQGRUV�DOVR�UHXVH�
such failover mechanisms to implement zero-down-time updates of network components. The alternative is there are numerous 
considerations that can complicate the design and implementation, thereby affecting robustness of the overall network. The 
WHFKQLTXHV�GHVFULEHG�KHUH�LQFOXGH�YDULRXV�FRVW��SHUIRUPDQFH�DQG�UREXVWQHVV�WUDGHRIIV�WKDW�QH[W�JHQHUDWLRQ�FRPPXQLFDWLRQ�
networks providers must consider.

Figure 8.  Voice Technology Transitions
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 Figure 9 shows an abstracted architecture that can be applied to 
most next-generation communication systems across wireless, wire-
OLQH�DQG�FDEOH�VHJPHQWV��/DWHU�VHFWLRQV�GLVFXVV�VSHFLÀF�H[DPSOHV�
RI�WKHVH�QHWZRUNV�IRU��*�/7(�3DFNHW�&RUH�DQG�,06�9R,3�QHWZRUNV�

Active-Active vs. Active-Standby
Two design paradigms are popular for reallocating workload upon 
failure: Active-Active and Active-Standby. In the Active-Active par-
DGLJP��DOO�VLWHV�DQG�QHWZRUN�FRPSRQHQWV�PDQDJH�WUDIÀF�XQGHU�
normal working conditions. When one of the network components or 
site experiences failure, its workload is either allocated to another 
dedicated active element (called 1:1 redundancy) or spread across 
multiple active elements (called 1+N redundancy).  

In the Active-Standby paradigm, standby sites or network components are idle under normal working conditions and take on 
workload upon the failure of its designated primary site/network components. There are various cost, performance and robust-
QHVV�WUDGHRIIV�LQ�VHOHFWLQJ�$FWLYH�$FWLYH�YV��$FWLYH�6WDQGE\�FRQÀJXUDWLRQV�WKDW�WKLV�SDSHU�ZLOO�QRW�DGGUHVV��,W�LV�DOVR�SRVVLEOH�WR�
have certain network component types exhibit Active-Active redundancy while other component types exhibit Active-Standby, but 
it may complicate failover and failback design in such cases.

• Abrupt shift of workloads: When a network or node at a given site fails, a large number of ports, sessions or subscrib-
ers currently supported by the node have to be moved to another node. This has to be executed in such a way that the 
new target site(s) do not get overloaded due to abrupt shift in workloads that cause undesirable side effects. Throt-
WOLQJ�PHFKDQLVPV�VXFK�DV�H[SRQHQWLDO�EDFN�RII�RU�VWDJJHUHG�UHTXHVWV�QHHG�WR�EH�LPSOHPHQWHG�WR�PLQLPL]H�HUURUV�LQ�
rebalancing the workload.  Furthermore, if and when the site or network node recovers, failback mechanisms used to 
resume site operation need to take similar precautions against abrupt reallocation of workloads.

• Rebalancing network load to minimize transport hops, latency and cost: When workloads have to be reallocated upon 
IDLOXUH��WKH�QHWZRUN�FRPSRQHQWV�DQG�VLWHV�WKDW�ZLOO�WDNH�RQ�WKH�QHZ�ZRUNORDG�FDQ�EH�GHWHUPLQHG�RQ�D�ÀQH�JUDLQ�OHYHO�
of port, session or subscriber basis or at a large-grain level (ex. Active-Standby paradigm, where the entire active net-
work component’s workload is transferred to the standby network component). Furthermore, the new network compo-
QHQW�VLWH�WKDW�WDNHV�RQ�WKH�ZRUNORDG�FDQ�EH�GHWHUPLQHG�VWDWLFDOO\�DW�GHVLJQ�FRQÀJXUDWLRQ�WLPH�RU�G\QDPLFDOO\�DW�WLPH�
of failure. In making these design choices for rebalancing network load, careful attention must be paid to both techni-
FDO�DQG�EXVLQHVV�UHTXLUHPHQWV��9RLFH�DQG�GDWD�FRPPXQLFDWLRQV�UHTXLUHV�WUDQVSRUW�RI�YRLFH�DQG�GDWD�SDFNHWV�IURP�WKH�
customer device or terminal to the network components that service the particular session from the customer device. 
When rebalancing the workload as part of a failover, network components must be selected that optimize the number 
of transport hops, end-to-end latency and cost of transport.  

• 7RJJOLQJ�RU�ÁXWWHULQJ��7LPH�FRQVWDQWV�VKRXOG�EH�EXLOW�IRU�IDLOEDFN�WR�DYRLG�UDSLG�VHTXHQFH�RI�IDLORYHUV�DQG�IDLOEDFNV�WKDW�
cause congestion problems, prolonged customer downtime and decreased overall robustness of the system.  Time 
constants are rarely applied during failover to optimize service availability upon failure.

• Perceived customer experience and downtime: When network components and sites fail for various reasons, it may 
temporarily affect service and the customer experience. The total time from when the service becomes unavailable 
to when service is resumed after a failover is an important metric for measuring service availability. However, failover 
cannot be instantaneous for all ports, sessions or subscribers due to the “abrupt shift of workloads” issue described 

Figure 9.  Generic Multi-site Architecture for  
Communications Systems
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above.  Important voice and data services (such as emergency services) will have to be given priority over other ser-
YLFHV��6XFK�UHTXLUHPHQWV�DUH�W\SLFDOO\�HQIRUFHG�E\�LQGLYLGXDO�FXVWRPHUV��VXFK�DV�D�SXEOLF�VDIHW\�DJHQF\�HYDOXDWLQJ�D�
VoIP and data network, and there are no industry-wide accepted best practices on how to prioritize downtime during 
failover for critical services. Important voice and data services (such as emergency services) will have to be given 
SULRULW\�RYHU�RWKHU�VHUYLFHV��6XFK�UHTXLUHPHQWV�DUH�W\SLFDOO\�HQIRUFHG�E\�LQGLYLGXDO�FXVWRPHUV��VXFK�DV�D�SXEOLF�VDIHW\�
agency evaluating a VoIP and data network, and there are no industry-wide accepted best practices on how to priori-
tize downtime during failover for critical services. 

• Ambiguous designation of master node: Network connectivity failures in geo-redundant networks may present tricky 
situations where multiple network components may designate themselves as responsible for serving a single port, ses-
sion or subscriber. This may be a transient situation where other synchronization mechanisms will correct the situation 
in a short period of time. Alternately, it may be a persistent situation during which the ownership of port, session or 
VXEVFULEHU�EHFRPHV�DPELJXRXV�DQG�FDQ�FDXVH�VXEVHTXHQW�HUURUV�DQG�VHUYLFH�GRZQWLPH�DW�WKH�SRUW��VHVVLRQ�RU�VXE-
VFULEHU�OHYHO��RIWHQ�UHTXLULQJ�RWKHU�PDQXDO�LQWHUYHQWLRQ�WR�FRUUHFW�WKH�VLWXDWLRQ��'HVLJQ�FRQVLGHUDWLRQ�VKRXOG�EH�JLYHQ�
to avoid persistent ambiguities in ownership of user ports, sessions or subscribers, whereas transient ambiguities may 
be acceptable in favor of a simpler failover design of the end-to-end system. 

• /DUJH�QXPEHU�RI�FRUQHU�FDVHV��$V�GHVFULEHG�DERYH��VRIWZDUH�EDVHG�IDLORYHU�GHVLJQ�RI�QH[W�JHQHUDWLRQ�FRPPXQLFD-
WLRQV�V\VWHPV�FDQ�EHFRPH�IDLUO\�FRPSOLFDWHG�YHU\�TXLFNO\�DQG�WKHUH�DUH�PXOWLSOH�GHVLJQ�WUDGHRIIV�LQ�UHODWLRQ�WR�FRVWV��
performance and robustness of the system. As a result there is no one “ideal design for all communications networks.”  
%HVW�SUDFWLFHV�VKRXOG�EH�IROORZHG�EDVHG�RQ�DFFHSWHG�LQGXVWU\�JXLGHOLQHV��7KLV�PDNHV�LW�FKDOOHQJLQJ�WR�TXDQWLI\�WKH�UR-
bustness of communication systems and to test for all possible catastrophic failure scenarios. Most robustness testing 
IUDPHZRUNV�DQG�FHUWLÀFDWLRQ�WHVWV�DUH�YHQGRU�VSHFLÀF��*LYHQ�WKH�YDULHG�QXPEHU�RI�ZD\V�LQ�ZKLFK�QH[W�JHQHUDWLRQ�QHW-
ZRUNV�FDQ�IDLO��LW�EHFRPHV�GLIÀFXOW�WR�YDOLGDWH�KLJK�OHYHO�UREXVWQHVV�UHTXLUHPHQWV�VXFK�DV�ÀYH��·V�DYDLODELOLW\���&RQVH-
TXHQWO\��VHUYLFH�SURYLGHUV��JRYHUQPHQW�DQG�SXEOLF�VDIHW\�RUJDQL]DWLRQV�DUH�OHIW�WR�LPSRVH�WKHLU�RZQ�GHWDLOHG�UREXVWQHVV�
UHTXLUHPHQWV�LQ�RUGHU�WR�HQVXUH�FRPSOLDQFH�DQG�SRVLWLYH�XVHU�H[SHULHQFHV�� 

As of 2013, there are approximated 35 million interconnected VoIP subscribers in service on various networks around the coun-
try and experience from deployment of these networks has shown that they perform well. 
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PacketCable 1.x Architecture:
As shown in Figure 10, a PacketCable 1.x network is built around a centralized architecture in which the application logic plus 
WKH�QRQ�DSSOLFDWLRQ�VSHFLÀF�VXSSRUW�IXQFWLRQV��VXFK�DV�XVHU�DXWKHQWLFDWLRQ��VHUYLFH�DXWKRUL]DWLRQ�DQG�PHVVDJH�URXWLQJ��DUH�
all controlled by the Call Management Server (CMS). This application-centric approach works well for residential telephony, a 
ZHOO�GHÀQHG�VHUYLFH�ZLWK�VLPSOH�HQGSRLQW�GHYLFHV�

In this architecture, the DOCSIS HFC access network provides high-speed, reliable, and secure transport between the customer 
premise and the cable headend. The access network provides DOCSIS capabilities, including Quality of Service. The DOCSIS HFC 
access network includes the following functional components: the Cable Modem (CM), the Multimedia Terminal Adapter (MTA), 
and the Cable Modem Termination System (CMTS). 

The managed IP network serves several functions. First, it provides interconnection between the basic PacketCable functional 
components that are responsible for signaling, media, provisioning, and the establishment of Quality of Service on the access 
network. In addition, the managed IP network provides long-haul IP connectivity between other Managed IP and DOCSIS HFC 
networks. The Managed IP network includes the following functional components: 

• Call Management Server (CMS) – The Call Management Server, or soft-switch, provides call control and signaling relat-
ed services for the MTA, CMTS, and PSTN gateways in the PacketCable network. The CMS is a trusted network element 
that resides on the managed IP portion of the PacketCable network.  The CMS consists of the Call Agent, the control 
component of the CMS that is responsible for providing signaling services using the NCS protocol to the MTA and the 
Gate Controller (CMS/GC) a logical QoS management component within the CMS that coordinates all Quality of Service 
authorization and control.

Figure 10. PacketCable 1.x Reference Architecture
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• 7KHUH�DUH�VHYHUDO�2SHUDWLRQDO�6XSSRUW�6\VWHP��266��EDFN�RIÀFH�VHUYHUV�
• Key Distribution Server (KDS)
• Provisioning Server
• DHCP Servers
• DNS Servers
• TFTP or HTTP Servers
• 6<6/2*�6HUYHU
• Record Keeping Server (RKS)

• Signaling Gateway (SG) – The Signaling Gateway provides a signaling interconnection function between the PSTN SS7 
signaling network and the IP network.

• Media Gateway (MG) – The Media Gateway terminates the bearer paths and transcodes media between the PSTN and 
IP network. The Media Gateway provides bearer connections between the PSTN and the PacketCable IP network. Each 
bearer is represented as an endpoint, and the MGC instructs the MG to set-up and control media connections to other 
endpoints on the PacketCable network. The MGC also instructs the MG to detect and generate events and signals 
relevant to the call state known to the MGC. 

• Media Gateway Controller (MGC) – The Media Gateway Controller is a logical signaling management component used 
to control PSTN Media Gateways.  The MGC maintains the call state and controls the overall behavior of the PSTN 
gateway.  

3DFNHW&DEOH���[�EDVHG�V\VWHPV�UHSUHVHQW�WKH�ODUJHVW�FDEOH�GHSOR\PHQW�RI�9R,3�UHVLGHQWLDO�VHUYLFHV���&DEOH/DEV�KDV�FHUWLÀHG�RU�
TXDOLÀHG�����H07$�SURGXFWV�����&06�SURGXFWV����0*�SURGXFWV��DQG���0*&�SURGXFWV�WR�GDWH�IRU�3DFNHW&DEOH���[�FRPSOLDQFH�

%HFDXVH�WKH�3DFNHW&DEOH���[�DUFKLWHFWXUH�LV�EXLOW�DURXQG�D�FHQWUDOL]HG�DUFKLWHFWXUH��UHVLOLHQF\�RI�WKH�9R,3�V\VWHP�LV�GHSHQGHQW�
on the resiliency of the components of the architecture.  Failover is often an aspect of the implementation of these components, 
rather than a feature of the network itself.

&DEOH/DEV�SXEOLVKHG�WKH�´9R,3�$YDLODELOLW\�DQG�5HOLDELOLW\�0RGHO�IRU�WKH�3DFNHW&DEOH��$UFKLWHFWXUHµ23 technical report in Novem-
ber 2000.  This technical report directly addressed the issue of availability using detailed end-to-end network models for both 

23� ´9R,3�$YDLODELOLW\�DQG�5HOLDELOLW\�0RGHO�IRU�WKH�3DFNHW&DEOH��$UFKLWHFWXUHµ��&DEOH�7HOHYLVLRQ�/DERUDWRULHV��,QF���1RYHPEHU����������

Figure 11. OpenSource IMS 
Architecture
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the PacketCable 1.x and PSTN environments. The end-to-end availability objective of the PSTN network, based upon Telcordia 
documents, was 99.94 percent, with individual elements having the better-known value of 99.999 percent.  The same end-to-
end availability objective of 99.94 percent was set and achieved for the end-to-end PacketCable network.

Resilience in IMS VoIP network
,06�LV�D�OD\HUHG�DUFKLWHFWXUH�WKDW�SURYLGHV�9R,3�QHWZRUN�FDSDELOLWLHV�DFURVV�ZLUHOLQH��'6/�9R,3���&DEOH��3DFNHW&DEOH�����DQG��*�
ZLUHOHVV��9R/7(��WHFKQRORJLHV��7KH�OD\HUHG�DUFKLWHFWXUH�HQDEOHV�VHSDUDWLRQ�RI�FRQFHUQV��VZLWFKLQJ�YV��9R,3�DSSOLFDWLRQ�YV��VXE-
scriber database etc.). This however results in multiple logical node types and adds heterogeneity to the network that increases 
the complexity of geo-redundant failover design. Figure 11 below shows a two-site geo-redundant IMS network that can support 
cable, wireless and wireline VoIP service. The major architectural difference across these three technology segments is the use 
RI�WKH�DSSURSULDWH�6HVVLRQ�,QLWLDWLRQ�3URWRFRO�$SSOLFDWLRQ�6HUYHU��6,3�$6��WR�DGGUHVV�WKH�WHFKQRORJ\�VSHFLÀF�UHTXLUHPHQWV�
IMS networks are typically implemented as Active-Active 1+N geo-redundant networks with DNS-based load-balancing and fail-
XUH�UHFRYHU\�ZLWK�SUHFRQÀJXUHG�SULPDU\�DQG�VHFRQGDU\�VLWHV�WR�RSWLPL]H�WUDQVSRUW�FRVWV�DQG�ODWHQF\�RQ�VLJQDOLQJ�SODQH��([SR-
nential or random back-off is often implemented when re-registering IMS clients upon a network component/site failure to avoid 
abrupt shift of workload as discussed above. A typical IMS site may be managing more than a million subscribers and moving 
them all to other sites upon a site and or node failure with back-off, may take 10s of minutes (depending on if the network is 
over-provisioned and other scalability considerations) and this would mean downtime in the order of tens of minutes for the 

affected subscribers. This has real con-
VHTXHQFHV�IRU�GRZQWLPH�DQG�HPHUJHQF\�
services that need to be invoked during 
the failover period.

Resiliency in 4G LTE Core networks
/7(�LV�D�PDMRU�VWHS�IRUZDUG�LQ�PRELOH�UD-
dio communications, and was introduced 
in 3GPP Release 8.  

The packet core network is also evolving 
WR�D�QHZ�ÁDW�,3�EDVHG�PXOWL�DFFHVV�FRUH�
network. This new Evolved Packet Core 
(EPC) network is designed to optimize 
network performance, improve cost-ef-
ÀFLHQF\�DQG�IDFLOLWDWH�WKH�XSWDNH�RI�
mass-market multimedia services. Figure 
���VKRZV�WKH�UHIHUHQFH�/7(�DUFKLWHFWXUH���

H1RGH%�LV�WKH�/7(�UDGLR�EDVH�VWDWLRQ��00(�VXSSRUWV�PRELOLW\�PDQDJHPHQW��6*:�LV�WKH�VLJQDOLQJ�SODQH�JDWHZD\�DQG�3*:�LV�WKH�
user plane gateway. The MME, SGW and PGM combined are referred to as the EPC.

7KH�/7(�EDVH�VWDWLRQV�DUH�FRQQHFWHG�WR�WKH�3DFNHW�*DWHZD\�XVLQJ�WKH�&RUH�1HWZRUN�5$1�LQWHUIDFH��6���([LVWLQJ��*33��*60�
and WCDMA/HSPA) and 3GPP2 (CDMA2000 1xRTT, EV-DO) systems are integrated with the EPC network through standardized 
LQWHUIDFHV�SURYLGLQJ�RSWLPL]HG�PRELOLW\�ZLWK�/7(��)RU��*33�V\VWHPV�WKLV�PHDQV�D�VLJQDOLQJ�LQWHUIDFH�EHWZHHQ�WKH�H[LVWLQJ�6HUYLQJ�
GPRS Support Node (SGSN) to the Mobility Management Entity (MME) in the EPC network; for 3GPP2 a control signaling inter-
IDFH�EHWZHHQ�WKH�&'0$�5$1�DQG�WKH�00(��7KLV�LQWHJUDWLRQ�ZLOO�VXSSRUW�ERWK�GXDO�DQG�VLQJOH�UDGLR�KDQGRYHU��DOORZLQJ�IRU�ÁH[LEOH�
PLJUDWLRQ�WR�/7(�

Figure 12.  Voice Over LTE Architecture
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7KH�FRQFHSW�RI�JHR�UHGXQGDQW�SRROV�LQ�WKH�/7(�QHWZRUN�FDQ�EH�XVHG�WR�SURYLGH�UHVLOLHQFH�DJDLQVW�00(�DQG�6*:�IDLOXUHV��DV�
well as link failures on the S1-MME and S11 interfaces, by preservation and service continuity of sessions. The basic idea is to 
duplicate UE contexts in a pool environment, to be used by MMEs in failure scenarios. The failover scenarios in Figure 13 are 
supported in the architecture: 
 
��� $Q�H1RGH%�FDQQRW�FRQQHFW�WR�WKH�VHUYLQJ�00(��GXH�WR�00(�RU�6���00(�IDLOXUH��DQG�VHOHFWV�D�QHZ�00(��$�8(�ZLWK�DFWLYH�

3'1�FRQQHFWLRQV�LQ�WKH�H1RGH%�H[SHULHQFHV�VHVVLRQ�FRQWLQXLW\��VLQFH�WKH�QHZ�00(�FDQ�UHHVWDEOLVK�WKH�8(�FRQWH[W���
��� $Q�6*:�FDQQRW�FRQQHFW�WR�WKH�VHUYLQJ�00(��GXH�WR�00(�RU�6���IDLOXUH��DQG�'RZQOLQN�'DWD�1RWLÀFDWLRQV�ZLWK�,06,�DUH�VHQW�

WR�D�QHZ�00(��%\�UHWULHYLQJ�WKH�8(�FRQWH[W�UHSOLFD��LW�LV�SRVVLEOH�WR�SDJH�WKH�8(�LQ�LWV�ODVW�7$,�OLVW�DUHD�DQG�DW�WKH�VXEVHTXHQW�
6HUYLFH�5HTXHVW�WR�UHFRQQHFW�WR�DQ�6*:��

3. An MME cannot connect to the serving SGW, due to SGW or S11 failure, and the MME relocates the PDN connections to 
another SGW.

A geo-redundant pool provides the following capabilities under the above failure conditions:
• Virtually no service impact on end users, even in outage scenarios
• Assures extremely high availability of services to end users and business partners. The precise operation of geo-redun-

GDQW�SRRO�LV�YHQGRU�VSHFLÀF�DQG�EH\RQG�WKH�VFRSH�RI�WKH�FXUUHQW�GRFXPHQW�� 
 

Figure 13.  LTE Core Example Failover Scenarios
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FUTURE COMMUNICATIONS NETWORKS



Post-PSTN Public Communications Resiliency Technological Advisory Council: 
Communications Resiliency Working Group

P. 29

Future Evolution of Communications Networks
7KLV�VHFWLRQ�GLVFXVVHV�PDMRU�WUHQGV�RFFXUULQJ�LQ�WKH�,7�LQGXVWU\�WKDW�ZLOO�KDYH�VLJQLÀFDQW�LPSDFW�RQ�KRZ�FRPPXQLFDWLRQ�QHW-
works of the future will evolve. It does not focus necessarily on resiliency issues in these future communications networks since 
these concepts are in a maturation phase.

Network Resiliency and Emerging Technologies
At an increasingly rapid pace, new trends emerge forcing the telecommunication’s industry to re-think its networking paradigms. 
7KLV�HVSHFLDOO\�KDV�KHOG�WUXH�UHFHQWO\�ZLWK�WKUHH�VLJQLÀFDQW�WUHQGV�HPHUJLQJ��&RQYHUJHG�3DFNHW�2SWLFDO��6RIWZDUH�'HÀQHG�1HW-
working (SDN) plus Network Function Virtualization (NFV) and Cloud Computing. 

Packet Optical Convergence
7KH�ÀUVW�VLJQLÀFDQW�WUHQG�LV�3DFNHW�2SWLFDO�FRQYHUJHQFH��+LVWRULFDOO\��WHOHFRPPXQLFDWLRQV�LQIUDVWUXFWXUH�KDV�EHHQ�YLHZHG�QRW�DV�
RQH�QHWZRUN��EXW�D�JURXSLQJ�RI�QHWZRUNV�HDFK�LQWHQGHG�WR�DGGUHVV�D�VSHFLÀF�WHFKQLFDO�QHHG���EH�LW�ZLUHOLQH�RU�ZLUHOHVV��RU�YRLFH�
video or data, each riding over some underlying optical infrastructure. As the evolution to an all IP networking infrastructure 
UHDFKHG�IXOO�PDWXULW\��D�WUDQVLWLRQ�WR�D�QHWZRUN�RI�QHWZRUN·V�DSSURDFK�VROLGLÀHG�LWVHOI�DV�WKH�PRVW�FRPPRQ�WRSRORJ\���)LJXUH����
KLJKOLJKWV�WKLV�FRQFHSW�VKRZLQJ�ZKHUH�,3�SDFNHWV�DUH�WUDQVSRUWHG�IURP�3RLQW�$�WR�3RLQW�%�DQG�IXQFWLRQ�DV�DQ�RYHUOD\�WR�DQ�RSWLFDO�
transport infrastructure. 

7KLV�VWDFNHG�QHWZRUN�ZDV�VXIÀFLHQW�DV�ORQJ�DV�EXVLQHVV�DQG�UHVLGHQWLDO�GHPDQG�IRU�,3�FRQQHFWLYLW\�VHUYLFHV�LQFUHDVHG�DQG�WKH�
DYHUDJH�UHWDLO�SULFHV�ZDV�JURZLQJ�RU�DW�PLQLPXP�ÁDW��$V�ZLWK�DOO�PDWXULQJ�PDUNHWV��WKH�ODVW�WZR�\HDUV�KDYH�VHHQ�GHPDQG�IRU�,3�
WUDQVSRUW�VHUYLFHV�ÁDWWHQ�DQG�WKH�FRPSHWLWLYH�VHOOLQJ�SUHVVXUHV�KDYH�VKLIWHG�WKH�PDUNHWSODFH�SURÀWDELOLW\�FXUYH�LPSDFWLQJ�WKH�
ÀQDQFLDO�ERWWRP�OLQH��

,Q�UHVSRQVH��FXVWRPHUV�DQG�HTXLSPHQW�SURYLGHUV�KDYH�VWDUWHG�HPEUDFLQJ�DQ�LQWHJUDWHG�3DFNHW�2SWLFDO�VWUDWHJ\��WKH�XOWLPDWH�
goal being to eliminate the duplicative nature of the two networks and therefore converge them by moving optical capabilities 
into IP routers and switches. Obviously, the reverse can happen as well where IP routing and switching capabilities are moved 
LQWR�RSWLFDO�WUDQVSRUW�V\VWHPV��,Q�HLWKHU�FDVH��WKH�UDPLÀFDWLRQV�DUH�VLJQLÀFDQW��WKH�HFRQRPLF�DQG�,7�VLPSOLÀFDWLRQ�EHQHÀWV�
brought about, clear. 

Figure 14. Packet Optical Convergence



Figure 15. Packet-Optical Convergence
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2I�JUHDWHU�LQWHUHVW�IRU�WKLV�ZRUNLQJ�JURXS��KRZHYHU��DUH�WKH�UDPLÀFDWLRQV�WR�QHWZRUN�UHVLOLHQF\��,Q�D�WZR�OD\HU�QHWZRUN��,3�DQG�
RSWLFDO���FRPSOH[LW\�LV�KLJK�DV�HDFK�UHTXLUHV�WKHLU�RZQ�WUDIÀF�HQJLQHHULQJ�DQG�WUDIÀF�SODQQLQJ�SURFHVVHV��2Q�WKH�RWKHU�KDQG��
D�VLQJOH��FRQYHUJHG�QHWZRUN�LV�LQWHQGHG�WR�RSWLPL]H�ERWK�LQIUDVWUXFWXUH�FRVWV�DQG�WUDIÀF�RSWLPL]DWLRQ���)LJXUH����VXJJHVWV�D�
VLPSOHU�QHWZRUN�UHVLOLHQF\�SURSRVLWLRQ�DQG�WKH�DVVRFLDWHG�EHQHÀWV�GHULYHG�ZKHQ�DGGLQJ�VWDQGDUG�SURWRFROV�DQG�LQWHQGHG�´PDSµ�
WUDIÀF�EHWZHHQ�WKHVH�GLVSDUDWH�QHWZRUNV��8VLQJ�WKH�FRPELQDWLRQ�RI�'HQVH�:DYH�'LYLVLRQ�0XOWLSOH[LQJ��':'0��RSWLFDO�QHWZRUN�
DQG�,3�5RXWHG�SDWKV��,3�WUDIÀF�FDQ�QRZ�EH�WXQQHOHG�LQ�FRORUHG�ZDYHOHQJWKV�HDFK�ZLWK�WKHLU�RZQ�TXDOLW\�RI�H[SHULHQFH��3UHYLRXVO\�
GXSOLFDWLYH�RSHUDWLRQV�DQG�PDLQWHQDQFH�SURFHVVHV�FDQ�QRZ�EH�HLWKHU�VLPSOLÀHG�LI�QRW�HOLPLQDWHG�DQG�WKH�SRWHQWLDO�SURJUDPPD-
bility and resiliency of the network greatly improved.

6RIWZDUH�'HÀQHG�1HWZRUNLQJ�DQG�1HWZRUN�)XQFWLRQV�9LUWXDOL]DWLRQ
The second major telecommunication’s revolution has been a parallel yet probably more critical trend intended to facilitate a world 
RI�QHWZRUN�SURJUDPPDELOLW\�NQRZQ�DV�6RIWZDUH�'HÀQHG�1HWZRUNLQJ��6'1���,Q�WDQGHP�ZLWK�6'1��1HWZRUN�)XQFWLRQV�9LUWXDOL]DWLRQ�
�1)9��LV�DQ�LQLWLDWLYH�WR�OHYHUDJH�WKH�H[WHQVLYH�EHQHÀWV�RI�VRIWZDUH�YLUWXDOL]DWLRQ��6'1�DQG�1)9�WRJHWKHU�LQWURGXFH�DQ�HQWLUHO\�QHZ�
network operations and maintenance paradigm where the Control Plane and the Data or Forwarding Plane are decoupled and a 
FHQWUDOL]HG�DQG�VLPSOLÀHG�PDQDJHPHQW�RI�,3�QHWZRUN�VHUYLFHV�GHSOR\HG��)LJXUH����GHSLFWV�6'1�DQG�1)9�

Figure 16. Converged IP and Optical Network
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)LJXUH�����6RIWZDUH�'HÀQHG�1HWZRUNLQJ

To speed the adoption of SDN and NFV, the telecommunications industry has seen the rise of numerous standards bodies and 
FRPPLWWHHV�VXFK�DV�WKH�2SHQ�1HWZRUNLQJ�)RXQGDWLRQ�LQWHQGLQJ�WR�GHÀQH��UHYLHZ�RU�UHÀQH�6'1�FRQFHSWV��$GGLWLRQDOO\��H[LVWLQJ�VWDQ-
dards organizations such as the Alliance for Telecommunications Industry Solutions (ATIS) and the European Telecommunications 
6WDQGDUGV�,QVWLWXWH��(76,��DUH�GHÀQLQJ�QHZ�QHWZRUN�VHUYLFH�VSHFLÀFDWLRQV�IRU�YLUWXDOL]HG�QHWZRUN�IXQFWLRQV���+RZHYHU��EURDG�VWDQ-
dards initiatives alone do not ensure mass adoption, economics are also a critical enabler and here SDN and NFV are both making 
VLJQLÀFDQW�LPSDFW�DV�SRLQWHG�RXW�E\�6WUDWHJ\�$QDO\WLFV��´,Q�DGGLWLRQ��616�5HVHDUFK�UHFHQWO\�IRUHFDVW�WKDW�6'1�DQG�1)9�LQYHVWPHQWV�
can save wireless and wireline service providers up to $32 billion in annual capex by 2020.”** More importantly, Figure 18 points 
WR�DQ�DFFHOHUDWLQJ�SDFH�RI�HFRQRPLF�LPSDFW�DQG�WKHUHE\�HTXLYDOHQW�VSHHG�RI�DGRSWLRQ�
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Figure 18. Increased Virtualization and SDN Functionality24 

,Q�)LJXUH����ZH�VHH�WKH�(76,��ZLWK�VLJQLÀFDQW�LQSXW�IURP�$7,6��(76,�RUJDQL]DWLRQDO�SDUWQHU��1HWZRUN�)XQFWLRQV�9LUWXDOL]DWLRQ25  
EORFN�DUFKLWHFWXUDO�IUDPHZRUN�DQG�D�QXPEHU�RI�FULWLFDO�FRPSRQHQWV�DV�UHTXLUHG�WR�HQDEOH�WKH�SURJUDPPDELOLW\�RI�WRPRUURZ·V�
WHOHFRPPXQLFDWLRQV�LQIUDVWUXFWXUH��%XVLQHVV�DQG�RSHUDWLRQDO�VXSSRUW�V\VWHP�LQWHJUDWLRQ�FRPELQHG�ZLWK�ZRUNÁRZ�RUFKHVWUDWLRQ�
will, over time, facilitate the transition from today’s present mode of operations to that of the future and a fully integrated IT and 
IP network will seamlessly function together, enabling a proactive, programmable network. 
 

Figure 19. ETSI Network Function Virtualization

24� �

�6RXUFH�6WUDWHJ\�$QDO\WLFV�:LUHOHVV�1HWZRUNV�DQG�3ODWIRUPV��KWWS���ZZZ�ÀHUFHZLUHOHVV�FRP�WHFK�VWRU\�VGQ�ZLOO�EH�����V�ELJJHVW�QHWZRUN�WUHQG�� �
 says-strategy-analytics/2013-11-14

25  http://www.etsi.org/technologies-clusters/technologies/nfv
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Cloud-based Communications Architecture
Cloud Computing is the third major technology trend, slightly more mature and now in wide adoption. Open Source organizations 
such as Open Daylight26 and OpenStack27�DUH�GHÀQLQJ�$3,�DQG�&ORXG�&RPSXWLQJ�VSHFLÀFDWLRQV�LQWHQGHG�WR�VLPSOLI\�WKH�LQWHJUD-
tion challenges in an infrastructure where compute, storage and data center networking are all readily accessible and rapidly 
SURYLVLRQHG��1HZ�DXWRPDWLRQ�ZRUNÁRZV�FDQ�QRZ�EH�FUHDWHG�WR�IXOO\�SURYLVLRQ�EORFNV�RI�,QIUDVWUXFWXUH��&RPSXWH��6WRUDJH��1HW-
work) allowing organizations to turn on or off virtualized network functions at a moment’s notice. As a result, network manage-
PHQW�DQG�DQDO\WLFV�SURFHVVLQJ�ZRUNORDGV�FDQ�EH�SURDFWLYHO\�PRYHG�WR�,3�WUDIÀF�DQG�SURJUDPPDWLFDOO\�UH�URXWHG�ZKHUH�QDWXUDO�
disasters are predictive such as Hurricane Sandy.

Resiliency in Cloud-based Communication Systems
Communications services providers are investing in cloud infrastructure such as IaaS (Infrastructure as a Service) to host their 
RZQ�FRPPXQLFDWLRQV�VHUYLFH�QHWZRUNV�DQG�WR�KRVW�EDFN�RIÀFH�DQG�IURQW�RIÀFH�DSSOLFDWLRQV�IRU�HQWHUSULVH�FXVWRPHUV��7KH�IRUPHU�
investments are targeted to improve total cost of ownership and time-to-market on new communications services offerings. 
,DD6�HQDEOHV�UDSLG�GHSOR\PHQW�RI�DSSOLFDWLRQV��DQG�PRUH�HIÀFLHQW�XVH�RI�KDUGZDUH�UHVRXUFHV��EHFDXVH�,DD6�RIIHUV�D�SRRO�RI�
YLUWXDO�PDFKLQHV�ZLWK�D�VSHFLÀF�VHW�RI�UHTXHVWHG�FRPSXWH��VWRUDJH��PHPRU\�DQG�QHWZRUNLQJ�UHVRXUFHV��7KLV�SURYLGHV�D�OHYHO�RI�
GHWDFKPHQW�RI�FRPPXQLFDWLRQV�VHUYLFH�DSSOLFDWLRQV�IURP�SK\VLFDO�VHUYHUV�HQDEOLQJ�EHWWHU�KDUGZDUH�XWLOL]DWLRQ��HDVLHU�FRQÀJX-
ration and management of the communications service applications. Applications can also take advantage of auto-scaling fea-
tures called “elasticity” where new virtual machines are created/destroyed and dynamically based on hitting certain thresholds 
of footprint for compute, memory and storage resources being consumed by applications. 
  
Most communications services applications are being “ported” to run on virtual machines to afford the better cost-of-ownership 
HFRQRPLFV��$V�RI�WKLV�ZULWLQJ�PRVW�/7(�YHQGRUV�DUH�SRUWLQJ�WKHLU�(3&�WR�UXQ�RQ�90V�DQG�PRVW�,06�9R,3�YHQGRUV�DUH�SRUWLQJ�WKHLU�
IMS components to run on NFV architectures. Major progress by the vendor community is expected to be announced at major 
trade shows starting in February 2014. 

Figure 20 shows example architecture for a cloud-based 1+1 Active-Active geo-redundant IMS VoIP network where the various 
components are running on virtualized IaaS infrastructure. The access-network and end user device are oblivious to whether the 
network components are running on bare-metal or virtual machines. Also, all the design tradeoffs and considerations mentioned 
in earlier sections of this chapter still apply to NFV-based implementations of communications networks because these design 
FRQVLGHUDWLRQV�DSSO\�DW�WKH�DSSOLFDWLRQ�OHYHO��DQG�QRW�DW�WKH�SODWIRUP�OHYHO���+RZHYHU��WKHUH�DUH�D�IHZ�LPSOLFDWLRQV�VSHFLÀF�WR�
NFV-based implementations of communications networks that is worth highlighting in this paper: 

26  http://www.opendaylight.org
27  http://www.openstack.org
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1. Centralized control plane and decentralized user plane: Centralized communications networks running on VMs can termi-
nate the control plane for most data and voice communication services but the user plane may need to be closer to the 
edge of access (due to higher volumes of data in the user plane relative to the control plane). Figure 20 shows how the 
ÀUVW�DFFHVV�QHWZRUN�FDQ�XVH�WKH�XVHU�SODQH�FROORFDWHG�ZLWK�WKH�FORXG�GDWD�FHQWHUV�EXW�WKH�VHFRQG�DFFHVV�QHWZRUN�QHHGV�
D�JHR�UHGXQGDQW�SDLU�RI�GDWD�FHQWHUV�KRVWLQJ�WKH�XVHU�SODQH�FORVHU�WR�WKH�DFFHVV�QHWZRUN��/DWHQF\��SHUIRUPDQFH��FRVW�DQG�
robustness are considerations for either collocating in or separating out the user plane from a cloud-based communications 
network. 

2. An additional layer of failure: We have previously discussed processor failures, server failures, network component failures 
DQG�VLWH�IDLOXUHV�LQ�WKH�SDSHU��7KH�ÀUVW�WKUHH�W\SHV�RI�IDLOXUHV�QRUPDOO\�DIIHFW�D�ORJLFDO�QHWZRUN�IXQFWLRQ�PDSSHG�WR�WKDW�KDUG-
ware and the site failure affects all the logical network functions at a given site. With the introduction of VMs, we increase 
the type of failures. If a server is hosting VMs for a few different types on network functions (say a PGW and MME), failure of 
the server will result in the failure of VMs, which result in failure of all the (potentially heterogeneous set of) applications run-
ning on those VMs. So a single hardware failure can cause failure of a combination of logical elements in a virtual environ-
ment. Testing for resilience for NFV-based communications services should capture such failure scenarios to ensure proper 
function of the end-to-end network. 

3. Most IaaS platforms provide built-in mechanisms for restarting VMs that were running on hardware that has failed. NFV-
based network functions must utilize the underlying IaaS-based resiliency mechanisms to provide network function-level 
resiliency.

4. When NFV evolves in the future and network functions support elasticity, capacity planning and management should be-
FRPH�VLJQLÀFDQWO\�HDVLHU�LQ�FRPPXQLFDWLRQ�QHWZRUNV���

 
Figure 20. IMS in the Cloud: Example Architecture

Security in Cloud-based Communication Systems
The issue of cyber security for cloud-based communications systems grows in importance every day. For the purposes of the 
resiliency working group and this paper, we largely refer the reader to the white paper produced by the Cyber Security Working 
Group led by Paul Steinberg. 
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+RZHYHU��ZH�ZLOO�DGG�WKDW�WKHUH�LV�VLJQLÀFDQW�HQHUJ\�E\�FRPPXQLFDWLRQV�SURYLGHUV�WR�DGRSW�FORXG�EDVHG�DUFKLWHFWXUHV��SDUWLF-
ularly by new entrants, but more and more as the target network architecture deployed by traditional service providers. The 
architecture will be built by the service providers themselves and by private, third-party providers who offer an infrastructure as a 
VHUYLFH��7KLV�RXWVRXUFLQJ�RI�WKH�SODWIRUP�FUHDWHV�DGGLWLRQDO�ULVNV��DQG�FRQVHTXHQWO\�DGGLWLRQDO�UHVSRQVLELOLW\�WR�SODQ�IRU�GHSOR\-
ments that protect the function of the network and protects the private information of end users. 
 

Resiliency in M2M networks
Machine-to-Machine (M2M) networks are becoming an important aspect of communications networks given the proliferation 
of “Internet of things” (IoT). Most wireless operators offering M2M services include SIM (or soft-SIM) based M2M devices that 
are managed and monitored by operator network and the data collected from these devices and passed on to higher order IT 
DQG�0�0�DQDO\WLFV�V\VWHPV��0�0�GHYLFHV�LQ�WKH�ÀHOG�FDQ�KDYH�HPEHGGHG�VHQVRUV�RU�WKH\�FDQ�DFW�OLNH�D�KXE�IRU�D�KDQGIXO�RI�
sensors that communicate using Zigbee, Wi-Fi or other near-range wireless communication protocols. M2M networks will play a 
YLWDO�UROH�LQ�WKH�IXWXUH�IRU�SXEOLF�VDIHW\��HPHUJHQF\��ÀUVW�UHVSRQVH�VFHQDULRV�DQG�VKRXOG�EH�UHVLOLHQW�DJDLQVW�IDLOXUHV�DW�SURFHVVRU��
server, network component and site levels.

Figure 21 shows the typical high-level architecture for a 1+1 Active-Active geo-redundant M2M connectivity network that sup-
SRUWV�FRQÀJXUDWLRQ��OLIH�F\FOH�PDQDJHPHQW�DQG�KHDOWK�PRQLWRULQJ�RI�6,0�EDVHG�0�0�GHYLFHV�DQG�IXQQHOV�WKH�GDWD�IURP�WKH�
M2M devices into vertical enterprise IT infrastructure. Most of the design principles and tradeoffs discussed in the earlier sec-
tions will apply to such a network.

Figure 21. M2M connection platform reference architecture 
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WebRTC
:HE57&�LV�DQ�,(7)�DQG�:�&�VWDQGDUG�IRU�LQ�EURZVHU�SHHU�WR�SHHU�YRLFH�DQG�YLGHR�FRPPXQLFDWLRQV�DQG�VSHFLÀHV�WKH�GDWD�SODQH�
behavior that is standardized across all browser types that support WebRTC. The control plane implementation is not standard-
ized but mechanisms such as XMPP and SIP can be used with vendors providing gateways as needed. While some browser 
makers have been aggressively driving the WebRTC standardization, others have not converged on the standard. The resiliency 
of communications over a WebRTC client will depend heavily on the characteristics of the browser.

7R�VXPPDUL]H��ZKLOH�HYHU\�ÀYH�\HDUV�WKH�WHOHFRPPXQLFDWLRQV�LQGXVWU\�XQGHUJRHV�GUDPDWLF�FKDQJHV��QRZ�PRUH�WKDQ�HYHU�WKUHH�
PDMRU�WUHQGV�DUH�SUHVHQWLQJ�WKHPVHOYHV�DQG�WKHLU�LPSDFW�ZLOO�EH�VLJQLÀFDQW�WR�WKH�FKDQJLQJ�ODQGVFDSH�RI�QHWZRUN�UHVLOLHQF\��
0RUH�LPSRUWDQWO\��WKHVH�QHZ�WUHQGV�LQ�WKH�IRUP�RI�FRQYHUJHG�3DFNHW�2SWLFDO��6RIWZDUH�'HÀQHG�1HWZRUNLQJ�SOXV�1HWZRUN�)XQF-
tions Virtualization and Cloud Computing are forcing the telecommunication’s industry to re-think its networking paradigms. Of 
VLJQLÀFDQFH�ZLOO�EH�WKH�LQGXVWU\·V�DELOLW\�WR�SURDFWLYHO\�PRYH�QHWZRUN�IXQFWLRQ�ZRUNORDGV��LPPHGLDWHO\�VWHHULQJ�,3�WUDIÀF�DFFRUG-
ingly, especially where imminent natural disasters are a factor.

Standards and Industry Advocacy
There are a number of groups working to ensure that the network developments and directions continue to function in a resil-
LHQW�PDQQHU��)RU�H[DPSOH��$7,6�1HWZRUN�5HOLDELOLW\�6WHHULQJ�&RPPLWWHH��156&��DGGUHVVHV�WKH�WRSLF�DQG�SURGXFHV�UHTXLUHPHQWV��
reports and best practices for service providers. As an organizational partner with ETSI, ATIS is actively participating with ETSI to 
shape the NFV architecture proposals. 28

28  http://www.atis.org/bestpractices
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DISASTER PLANNING AND RESPONSE
The Federal Emergency Management Agency (FEMA) suggests that there are three major phases in disaster planning: planning, 
preparation and mitigation.29 
 
In the case of a communications network, the very engineering of the network and all of its connections and components must 
account for network resiliency. A well-designed network and a well-maintained network are fundamental to performing well 
GXULQJ�D�FULVLV��7KH�SODQQLQJ�SKDVH�ZRXOG�DOVR�LQFOXGH�WKH�SUHSDUDWLRQ�RI�HPHUJHQF\�SODQV�DQG�DVVHPEOLQJ�HTXLSPHQW�DQG�SHU-
sonnel plans for a coordinated response. The mitigation phase would include the actual disaster recovery response along with 
analysis and determining improvements that could have avoided the failure or could have shortened the duration of the event.

%\�WKH�WLPH�D�VHUYLFH�GLVUXSWLRQ�RFFXUV�LQ�WKH�SXEOLF�FRPPXQLFDWLRQV�QHWZRUN��VHUYLFH�SURYLGHUV�KDYH�EHHQ�FRQVLVWHQWO\�SUHSDU-
LQJ�HTXLSPHQW�DQG�VWDII�WR�PDLQWDLQ�VHUYLFH�GXULQJ�WKH�HYHQW�DQG�WR�UHVSRQG�DQG�UHFRYHU�LQ�RXWDJH�VLWXDWLRQV�

%HIRUH�DQ�HYHQW��WKH�VHUYLFH�SURYLGHU�GHVLJQV�WKH�QHWZRUN�WR�EH�UHVLOLHQW��IROORZLQJ�DFNQRZOHGJHG�EHVW�SUDFWLFHV�DQG�FRPSDQ\�
procedures. Additionally routine maintenance, monitoring and surveillance are performed. Key data including billing, translations 
and routing is typically backed up to a different facility so that necessary information is available to restore service. Additionally, 
service providers have worked to ensure that no single failure will create an outage.

$V�SDUW�RI�WKHLU�HPHUJHQF\�VHUYLFH�SODQV��HDFK�VHUYLFH�SURYLGHU�EXLOGV�FRQWLQJHQF\�SODQV�IRU�SRZHULQJ�HTXLSPHQW��WUDLQLQJ�HP-
ployees and maintaining service. Some of these steps, such as monitoring network performance, providing battery back up and 
generator back up for critical infrastructure and proactive maintenance routine for testing of batteries and generators, generally 
create the likelihood that service will be maintained through many events, particularly weather related.

:KHQ�DQ�HYHQW�RFFXUV��VHUYLFH�SURYLGHUV�KDYH�SODQV�LQ�SODFH�WR�GHSOR\�SHRSOH�DQG�HTXLSPHQW�WR�DIIHFWHG�DUHDV�DQG�GLUHFW�WKH�
recovery of service. Over time, portable command centers, temporary portable cellular towers and more are deployed to provide 
VHUYLFH�IRU�ÀUVW�UHVSRQGHUV�DQG�FLWL]HQV�WR�KDYH�D�PHDQV�RI�FRPPXQLFDWLRQV�

During an event, coordination between government authorities and other utility companies, particularly power providers, is criti-
cal to recovery of communications infrastructure.

While this is happening in the network, it is not as clear that consumers and businesses are aware that their own personal com-
munications now depend on commercial power in ways not previously understood. Fixed VoIP providers typically do not provide 
batteries to power a terminal adapter during a power outage. While most US households have a wireless connection, typical 
device battery life is relatively short. Without a power supply, consumers often turn to their personal vehicles to charge mobile 
devices.

While we will discuss the consumer issues in more detail, it is clear that the commercial power will likely gate the communica-
tions of a household during an emergency.

29  http://www.fema.gov/plan-prepare-mitigate
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The following are examples from AT&T and Verizon on the extensive investment in Network Disaster Recovery. 

)URP�KWWS���ZZZ�FRUS�DWW�FRP�QGU��ZH�ÀQG�WKH�IROORZLQJ�
“AT&T’s commitment to our customers doesn’t stop when a natural or a man-made disaster occurs. The mission of the Network 

Disaster Recovery (NDR) Team is to recover AT&T voice and data service network elements to an area affected by a disaster. 
Telecommunications is vital for our business and government customers following a disaster, both for the impacted area and 
for the rest of the country. NDR is responsible for the rapid recovery of service at AT&T network sites following catastrophic 
events.

AT&T’s Network Disaster Recovery plan has three primary goals:
• 7R�URXWH�QRQ�LQYROYHG�WHOHFRPPXQLFDWLRQV�WUDIÀF�DURXQG�DQ�DIIHFWHG�DUHD�
• To give the affected area communications access to the rest of the world.
• 7R�UHFRYHU�FRPPXQLFDWLRQV�VHUYLFH�WR�D�QRUPDO�FRQGLWLRQ�DV�TXLFNO\�DV�SRVVLEOH�WKURXJK�UHVWRUDWLRQ�DQG�UHSDLU�

AT&T has invested more than $600 million in its U.S. NDR program and another $15 million internationally. Team members have 
VSHQW�PRUH�WKDQ���������ZRUNLQJ�KRXUV�RQ�ÀHOG�H[HUFLVHV�DQG�GHSOR\PHQWV�RYHU�WKH�ODVW�WZR�GHFDGHV��$7	7�LV�WKH�ÀUVW�FRP-
pany nationwide to receive United States Department of Homeland Security’s (DHS) Private Sector Preparedness Program 
�36�3UHS��FHUWLÀFDWLRQ�µ

Figure 22. Pocketnow provides an inside view of AT&Ts Q22013 Disaster planning exercise30 

30 http://pocketnow.com/2013/05/21/att-disaster-recovery-video-tour
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9HUL]RQ�KDV�DOVR�LQYHVWHG�H[WHQVLYHO\�LQ�WKHLU�%XVLQHVV�&RQWLQXLW\�DQG�'LVDVWHU�5HFRYHU\�3ODQV��
 

Figure 23. Verizon Emergency Communications Center.

´:H�KDYH�D�FURVV�IXQFWLRQDO�%XVLQHVV�&RQWLQXLW\�DQG�'LVDVWHU�5HFRYHU\��´%&�'5µ��WHDP�UHVSRQVLEOH�IRU�PLQLPL]LQJ�WKH�LPSDFW�RI�
a disruption to our customers, employees, infrastructure, and business operations. We accomplish this objective by focusing on 
the following activities:

• Identify critical functions, infrastructure and risks; 
• Implement strategies to minimize the risk of a disruption; 
• 'HYHORS�%XVLQHVV�&RQWLQXLW\��'LVDVWHU�5HFRYHU\�DQG�&ULVLV�0DQDJHPHQW�SODQV�WR�UHFRYHU�RSHUDWLRQV�LQ�WKH�HYHQW�RI�D�GLVUXSWLRQ��
• 0DLQWDLQ�%&�'5�SODQV��ZLWK�XSGDWHV�FRPSOHWHG�DW�OHDVW�DQQXDOO\��
• Test our plans to validate our response capabilities.  

:H�FRQWLQXH�WR�UHÀQH�RXU�UHVSRQVH�DQG�UHFRYHU\�FDSDELOLWLHV�GXH�WR�WKH�LQFUHDVLQJ�YDULHW\�RI�VHUYLFHV�ZH�SURYLGH�DQG�WKH�HY-
er-changing level of potential threats to these services.” 

6RPH�RI�WKH�WHFKQRORJ\�DYDLODEOH�LQFOXGHV�&2:V��&HOO�2Q�:KHHOV��DQG�&2/7V��&HOO�2Q�/LJKW�7UXFNV��DQG�&52:V��&HOOXODU�5HSHDW-
er On Wheels) and GOATs (Generator On A Trailer). Additionally mobile command centers, power distribution trucks, and other 
UHTXLUHG�VXSSRUW�DUH�DYDLODEOH�IURP�PRVW�ODUJHU�VHUYLFH�SURYLGHUV�LQ�RUGHU�WKHP�WR�PDQDJH�HPHUJHQF\�FRPPXQLFDWLRQV�LQ�D�
series of self-contained solutions.

,W�LV�FOHDU�WKDW�H[WHQVLYH�SODQQLQJ�DQG�LQYHVWPHQW�LV�UHTXLUHG�WR�SHUIRUP�ZKHQ�GLVDVWHU�VWULNHV��DQG�WKH�VHUYLFH�SURYLGHUV�KDYH�
shown a dedication to this preparation. 

OBSERVATION: As of December 2013, the FCC has an active proceeding on improving the Resiliency of Mobile Wireless Commu-
QLFDWLRQV�1HWZRUNV��ZH�UHFRPPHQG�WKDW�WKH�7$&�GHIHU�DQ\�VSHFLÀF�UHFRPPHQGDWLRQV�RQ�SRZHU�VWUDWHJLHV�IRU�ZLUHOHVV�HTXLS-
ment or provide recommendation on the preparedness efforts of service providers. 
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In the past, placement of electrical and communications cabling underground was limited.  In many cases, underground instal-
lations were only found in situations where overhead placement was not practical, would create a safety issue, or where oper-
DWLQJ�RU�PDLQWHQDQFH�FRQGLWLRQV�PDGH�DHULDO�SODFHPHQW�LPSUDFWLFDO���,PSURYHPHQWV�LQ�WKH�WHFKQLFDO�TXDOLW\�RI�ERWK�HOHFWULFDO�
and communications cabling has made underground placement much more attractive in recent years.  Underground placement 
is desirable to many municipalities and private sector entities for aesthetic reasons, and such placement often also results in 
LQFUHDVHG�UHOLDELOLW\��DQG�ORZHUHG�ULVN�RI�GLVUXSWLRQ�IURP�ZHDWKHU�UHODWHG�HYHQWV��FDU�DFFLGHQWV��DQG�ORZHU�ZLOGÀUH�WKUHDWV� 

RECOMMENDATION:�´'LJ�2QFH�3ROLF\µ��%XLOGLQJ�RQ�WKH������([HFXWLYH�2UGHU����$FFHOHUDWLQJ�%URDGEDQG�,QIUDVWUXFWXUH�'HSOR\-
ment, FCC to Encourage Dig Once policies be enacted at local, state and federal levels to facilitate co-installation of communica-
tions networks during public works and utility construction
a. “Dig Once” policy would minimize the disruption to citizens by consolidating utility work among different companies. Poten-

WLDO�WR�UHGXFH�IDFLOLW\�FXWV���/RQJHU�WHUP�JUHDWHU�UHOLDELOLW\�RI�QHWZRUN�WKURXJK�8*�LQVWDOODWLRQV�RI�SK\VLFDO�SODQ
b. Collaborate with the FCC Inter-Governmental Advisory council to jointly address how to get more voluntary cooperation. 

Higher costs for design and construction, a more intensive permitting process, and in some cases a lack of underground 
right-of-way access paths has limited the penetration of underground power and communications cabling.  Adoption of open 
joint trenching, or “Dig Once” policies can help to remove many of these barriers through better coordination that enables the 
undergrounding of all utility and communications cables together. Hence access to underground construction initiatives should 
be open to communications providers when public works or utility projects are initiated. Though any given project may not be a 
FDQGLGDWH�IRU�MRLQW�ORFDWLRQ�RI�VHUYLFHV��WKH�EHQHÀW�JDLQHG�ZKHUH�SUDFWLFDO�WR�DOO�SDUWLHV�MXVWLÀHV�WKH�LQFOXVLRQ�RI�FRPPXQLFDWLRQV�
providers when such projects are planned.

Many electrical utilities today encourage joint trenching with communications providers, even offering to serve as the overall 
project coordinator when such projects take place.  In addition to these voluntary efforts, “Dig Once” on federal lands has been 
LQVWLWXWHG�YLD�DQ�([HFXWLYH�2UGHU�VLJQHG�RQ�-XQH�����������DQG�DV�SDUW�RI�WKH�1DWLRQDO�%URDGEDQG�3ODQ���$�IHZ�VWDWHV�KDYH�
adopted this practice, with the State of Illinois serving as a good example of being very active in this area.  Finally, examples of 
ORFDO��PXQLFLSDO�SURJUDPV�FDQ�EH�IRXQG�LQ�%RVWRQ��0DVVDFKXVHWWV��6DQG\��2UHJRQ��DQG�0RXQW�9HUQRQ��:DVKLQJWRQ�
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RESILIENCY FOR PUBLIC SAFETY COMMUNICATIONS

Next-generation 9-1-1 (NG9-1-1) is the IP-based replacement for today’s Enhanced 9-1-1 emergency calling system. It envisions 
a national (and beyond) interconnected overall system, capable of supporting and managing all types of multimedia `calling’ 
and public safety related data, including text, VoIP and video. The National Emergency Number Association (NENA) is the primary 
standards group for NG9-1-1, including its technology, databases, and operations aspects. NG9-1-1 will operate, along with 
other emergency services applications, on the emergency services IP network (ESInet), a private, managed IP transport network 
provisioned for public safety related entities. 

In an all IP world, having broadband access, carrier, web, and private networks with extremely high uptime are critical to the 
emergency communications mission.  Duplicated and redundant software functionality and databases running on resilient and 
duplicated servers, in turn running on multi-pathed and/or ring structured IP networks, is one way to provide that 24x7x365 
dependability so necessary for 9-1-1 and other emergency services.    

7KH�UHVLOLHQF\�RI�DOO�IDFHWV�RI�WKH�DERYH�DUH�RI�KLJK�LQWHUHVW�WR�1(1$��$7,6��WKH�$VVRFLDWLRQ�RI�3XEOLF�6DIHW\�&RPPXQLFDWLRQV�2IÀ-
cials (APCO), the FCC, and other state and federal agencies and parties dependent on emergency communications, especially in 
the worst of circumstances when other more general communications processes may be disrupted.

The nation’s PSTN E9-1-1 networks today are considered to be resilient. The network was largely designed by, and maintained 
E\�WKH�,/(&��ZKR�WUHDWV�WKH�(������QHWZRUN�DV�RQH�RI�LWV�PDMRU�UHVSRQVLELOLWLHV��(DFK�VWDWH�GHYHORSV�UHJXODWLRQ�DQG�SROLF\�IRU�
their E9-1-1 and PSAP centers. In some cases funding and implementation is pushed all the way down to the municipality level.  
IP-enabled NG9-1-1 technologies have the potential to make 9-1-1 networks more resilient.   but also present new challenges 
to all stakeholders, including PSAPs and the state and local governments that support them, their vendors, originating service 
providers, and other service and application providers that NG9-1-1 networks may support. 
 
Service providers should continue to ensure that the components of their 9-1-1 services comprise a true 5 nines service, with 
proper redundancy, power backup, management, and service priority.

The E9-1-1 system was designed in an age where deliberate attack on the network was not considered a credible threat, but 
overload by natural events (mass calling events) was considered likely.  The network is deliberately designed to limit how many 
calls can come from a single switch, using standard network design principles.  The trunk group is typically engineered to a P.01 
Grade of Service, based on call volume in the busiest hour of the month, which effectively busies out in-mass calling events so 
as to spread calls among all sources fairly.  

In today’s environment, however, deliberate attack is a much more likely event, and controlling overload by limiting trunk group 
VL]H�FDQ�KDYH�DQ�XQIRUWXQDWH�VLGH�HIIHFW���%HFDXVH�WKH�QXPEHU�RI�WUXQNV�IURP�D�JLYHQ�VZLWFK�LV�VPDOO��YHU\�W\SLFDOO\�����WUXQNV���
it is easy to occupy all of them through various types of TDOS attacks, and then block any legitimate calls from coming to the 
PSAP.  Attacks like this are feasible, and NG9-1-1 systems can help mitigate these risks by dynamically managing the connec-
tions between originating service providers and PSAPs, as discussed below.

9-1-1 networks will be transitioned to an IP infrastructure.  This NG9-1-1 effort is just starting to be deployed at the state and 
local level, and in the current government funding situation, it will take years to fully deploy it.  NG9-1-1 presents new challenges 
DQG�QHZ�RSSRUWXQLWLHV�WR�DOO�VHUYLFH�SURYLGHUV���%XW�VLPLODU�WR�FRPPHUFLDO�VHUYLFHV��,3�LQ�1*������ZLOO�KDYH�WKH�DELOLW\�WR�DXWR-
matically route around failed portions of the network giving IP a self-healing feature that covers not only the backbone of the 
network, but can be implemented all the way to the end-devices, enabling highly resilient services.  
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6HUYLFH�SURYLGHUV�ZKR�SUHVHQW�FDOOV�WR�WKH�QHZ�(PHUJHQF\�6HUYLFHV�,3�QHWZRUN��(6,QHW��ZLOO�ÀQG�WKDW�1*������KDV�DOO�QHZ�GDWD-
bases, new SIP and HTTP based protocols, and supports a much wider range of devices and services, including most multimedia 
devices and services.  

NG9-1-1 was designed to be inherently more capable to support sustained service availability in the event of disaster.  While the 
legacy E9-1-1 system may be limited in its ability to recover from the failure of the local infrastructure and to handle a large num-
ber of calls, NG9-1-1 is designed to spread load widely, across the country if necessary, while providing the call taker not local to 
WKH�FDOOHU�ZLWK�WRROV�WR�HIIHFWLYHO\�KDQGOH�WKH�FDOO�DQG�DUUDQJH�DSSURSULDWH�UHVSRQVH���6XFK�VHUYLFH�UHTXLUHV�WKDW�WKH�ORFDO�(6,QHW�
be highly redundant, and interconnected in multiple places to other ESInets.  Since NG9-1-1 uses IP transport, the underlying 
physical facilities can include services from multiple providers, including wireline, cable, and wireless.  

The Future:
As the build out of NG9-1-1 networks occurs, the caller will have choices in communicating with a PSAP.   The NG9-1-1 architec-
WXUH�ZLOO�VXSSRUW�QRW�RQO\�YRLFH�FRPPXQLFDWLRQ��EXW�LQFOXGH���ZD\�YLGHR��WH[W��WHOHPHWU\�GDWD��DXWRPDWLF�FUDVK�QRWLÀFDWLRQ��HWF���
,W�DOVR�PD\�LQFOXGH�WKH�DELOLW\�WR�VHQG�SRLQWHUV�WR�DGGLWLRQDO�UHOHYDQW�GDWD�VXFK�DV�PHGLFDO�UHFRUGV��EXLOGLQJ�ÁRRU�SODQV��DQG�DQ\�
contextual data deemed pertinent to the emergency.

Finally, to the extent consumers rely on pure over-the-top (OTT) services that do not have access to 9-1-1, they will need to be 
informed about the limitations of emergency communications for new IP-enabled communications methods. 
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REPORTING AND METRICS

Regulatory agencies at both the state and federal level have, as part of their mandate, a mission to ensure public safety and to 
protect consumers.31�7KH�)&&�DQG�VWDWH�UHJXODWRUV�DSSO\�GLIIHUHQW�W\SHV�RI�QHWZRUN�TXDOLW\�DQG�RXWDJH�UHODWHG�LQIRUPDWLRQ�UHSRUWLQJ�
UHTXLUHPHQWV�RQ�GLIIHUHQW�FODVVHV�RI�VHUYLFH�SURYLGHUV���7KHUH�LV�QR�XQLIRUP�PHWKRG�RU�PHWULF�RI�UHSRUWLQJ�VXFK�GDWD��
$W�WKH�UHTXHVW�RI�WKH�7$&�ZRUNLQJ�JURXS��WKH�)&&�SURYLGHG�D�SURSRVHG�VWDWHPHQW�RI�LQWHQW�IRU�GDWD�FROOHFWLRQ�WKDW�LQFOXGHV�WKH�IROORZ-
ing:

´1HWZRUN�SHUIRUPDQFH�PHDVXUHPHQWV�VHUYH�PXOWLSOH�FRPSOHPHQWDU\�SXUSRVHV��

• Data that is gathered over extended periods of time can help industry, government and researchers identify 
performance trends, root causes and correlations of network outages, particularly as the underlying network 
technologies, operational practices and organizational structures change. 

• Data collected in real-time during outages improves situational awareness, facilitates focusing on critical needs 
DQG�LGHQWLÀHV�ZKHUH�additional resources or alternative means of communications are most urgently needed.  

Long-term goals would include better forecasting, predictive modeling and planning for various outages.”

Measuring Performance
The existing regulatory regime has followed an integrated service model resulting from congressional actions separately 
OHJLVODWLQJ�UHTXLUHPHQWV�IRU�GLIIHUHQW�WHFKQRORJLHV��,Q�WKLV�PRGHO��WKH�VHUYLFH��YRLFH��DQG�WKH�LQIUDVWUXFWXUH��WKH�ZLUHOLQH�RU�
wireless circuit-switched network) were integrated and regulated as a single service.

METRIC REPORTING: Current Reporting32:
• NORS: Network Outage Reporting System.

• ´7KH�)&&�UHTXLUHV�FRPPXQLFDWLRQV�SURYLGHUV��LQFOXGLQJ�ZLUHOLQH��ZLUHOHVV��SDJLQJ��FDEOH��VDWHOOLWH�DQG�6LJQDO-
LQJ�6\VWHP���VHUYLFH�SURYLGHUV��WR�HOHFWURQLFDOO\�UHSRUW�LQIRUPDWLRQ�DERXW�VLJQLÀFDQW�GLVUXSWLRQV�RU�RXWDJHV�WR�
WKHLU�FRPPXQLFDWLRQV�V\VWHPV�WKDW�PHHW�VSHFLÀHG�WKUHVKROGV�VHW�IRUWK�LQ�3DUW���RI�WKH�)&&·V�UXOHV��&RPPX-
nications providers must also report information regarding communications disruptions affecting Enhanced 
9-1-1 facilities and airports that meet the thresholds set forth in Part 4 of the FCC’s rules. Given the sensitive 
nature of this data to both national security and commercial competitiveness, the outage data is presumed to 
EH�FRQÀGHQWLDOµ

• ,Q�WKH�SDVW��1256�SHUIRUPDQFH�GDWD�FRXOG�EH�REWDLQHG�DQG�DQDO\]HG�ZLWK�OLPLWHG�FRPSDQ\�VSHFLÀF�LQIRUPD-
tion. Today, members of the TAC are unclear as to the value of this data because it isn’t widely available. The 
FCC and industry groups like ATIS have access to the information, but other availability is limited.

• 6RPH�VWDWHV�UHTXLUH�GXSOLFDWLYH�FRSLHV�RI�)&&�UHSRUWV�DQG�RWKHU�UHTXLUH�DQQXDO�UHSRUWV�EDVHG�RQ�VHUYLFH�
provider reporting to the FCC.

• http://transition.fcc.gov/pshs/services/cip/nors/nors.html
• DIRS: Disaster Information Reporting System. 

• “DIRS is a voluntary, web-based system that communications companies, including wireless, wireline, broad-
cast, and cable providers, can use to report communications infrastructure status and situational awareness 
information during times of crisis.

31� �´:KDW�&DQ�%H�0HDVXUHG�&DQ�%H�0DQDJHG��$Q�$SSURDFK�WR�0DLQWDLQLQJ�%URDGEDQG�9RLFH�6HUYLFH�4XDOLW\µ�6KHUU\�/LFKWHQEHUJ��155,��3DJH�Y���� �
http://www.nrri.org/documents/317330/50a4687d-8a29-47aa-9f73-3336549b7bff

32  Formerly, Incumbent LEC’s were required to report extensively on the performance of the public networks they operated. After 2010 most of                 
these requirements ceased as forbearance stipulations approved in 2008 expired. A major reason ARMIS forbearance was granted was because  
LW�RQO\�DSSOLHG�VR�D�VSHFLÀF�VXEVHW�RI�FRPSDQLHV��3ULFH�FDS��,QFXPEHQW�/(&·V��DQG�RQO\�ZLUHOLQH�7'0�YRLFH�VHUYLFH��6HH�KWWS���WUDQVLWLRQ�IFF�� �
gov/ccb/armis/descriptions.html
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• ',56�LV�EDVHG�RQ�VSHFLÀF�VLWXDWLRQV�DQG�HYHQWV�DQG�SURYLGHV�D�OLPLWHG�YLHZ�RI�QHWZRUN�UHVLOLHQF\��
• When activated, DIRS will collect information concerning:
• Switches

• Public Safety Answering Points (used for E9-1-1)
• ,QWHURIÀFH�IDFLOLWLHV
• Cell sites”

• http://transition.fcc.gov/pshs/services/cip/dirs/dirs.html

As we see above, the current application of reporting service performance creates only a partial picture of the range of services 
being offered.

The Critical importance of Broadband
As broadband (wired or wireless) becomes more essential to governments, citizens, and business, and voice increasingly be-
comes an application provided over broadband access, understanding broadband performance becomes more important. 

The FCC began to report on broadband-based direction provided in Section 706 of Telecommunications Act of 1996. The Act 
UHTXLUHG�DQ�DQQXDO�UHSRUW�RQ�WKH�DYDLODELOLW\�RI�DGYDQFHG�WHOHFRPPXQLFDWLRQV�VHUYLFHV�WR�DOO�$PHULFDQV��7KLV�UHVXOWHG�LQ�RQJR-
ing reporting and tracking of broadband deployment, but not on the speed or performance characteristics of the broadband 
QHWZRUN���,Q�WKH�1DWLRQDO�%URDGEDQG�3ODQ33 several recommendations were made proposing the FCC establish a measurement 
regime for broadband service. 

:KLOH�QRW�TXRWLQJ�WKH�IXOO�GHWDLO�KHUH��VHFWLRQ���RI�WKH�SODQ�LQFOXGHV�WKH�UHFRPPHQGDWLRQ�����
• “The FCC, in coordination with the National Institute of Standards and Technology (NIST), should establish technical 

broadband performance measurement standards and methodology and a process for updating them. The FCC should 
also encourage the formation of a partnership of industry and consumer groups to provide input on these standards 
and this methodology.

• 7KH�)&&�VKRXOG�FRQWLQXH�LWV�HIIRUWV�WR�PHDVXUH�DQG�SXEOLVK�GDWD�RQ�DFWXDO�SHUIRUPDQFH�RI�À[HG�EURDGEDQG�VHUYLFHV��
The FCC should publish a formal report and make the data available online.

• The FCC should initiate a rulemaking proceeding by issuing a Notice of Proposed Rulemaking (NPRM) to determine 
SHUIRUPDQFH�GLVFORVXUH�UHTXLUHPHQWV�IRU�EURDGEDQG�

• The FCC should develop broadband performance standards for mobile services, multi-unit buildings and small business users.“

To implement the recommendations of the plan, the FCC enlisted the cooperation of 13 ISPs covering 86 percent of the US 
population to be part of a voluntary program to survey and measure broadband performance. The commission further enlisted 
vendors, trade groups, universities and consumer groups to come to an agreement on what to measure and how to measure it.34  

As a result, the study enrolled approximately 9,000 consumers as participants and collected data. 

7KH�UHVXOWV�RI�WKHVH�VXUYH\V�ZHUH�FRPSLOHG�DQG�DUH�IRXQG�LQ�WKH�0HDVXULQJ�%URDGEDQG�$PHULFD�UHSRUWV�35 The reports include 
standard statistical measures of all tests for all ISPs and speed tiers measured.

The measurements included sustained download, burst download, sustained upload, burst upload, web browsing download, 
UDP latency, UDP packet loss, Video streaming measure, VoIP measure, DNS resolution latency, DNS failures, ICMP latency, 
ICMP packet loss, latency under load, total bytes downloaded and total bytes uploaded. 

33� �´1DWLRQDO�%URDGEDQG�3ODQ�²�&RQQHFWLQJ�$PHULFDµ�UHFRPPHQGDWLRQ������SDJH��������KWWS���ZZZ�EURDGEDQG�JRY�SODQ�
34  Available at http://www.fcc.gov/measuring-broadband-america/methodology
35  Available at http://www.fcc.gov/measuring-broadband-america
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:H�UHPLQG�WKH�FRPPLWWHH�WKDW�WKH������7$&�VWXGLHG�TXDOLW\�RI�VHUYLFH�DQG�PDGH�WKH�IROORZLQJ�UHFRPPHQGDWLRQV�36 

It appears that these recommendations remain appropriate for us today and that these issues could be further explored by the 
7HFKQRORJ\�7UDQVLWLRQV�3ROLF\�7DVN�)RUFH��,Q�IDFW��LW�FRXOG�EH�VWDWHG�WKDW�WKH�7DVN�)RUFH�IXOÀOOV�WKH�UHFRPPHQGDWLRQ�DERYH�WR�
initiate the conversation about U.S. policy for voice communications. 

NO CONCENSUS ON RECOMMENDATION:
7KHUH�DUH�DW�OHDVW���SRVLWLRQV�LQ�WKH�ZRUNLQJ�JURXS��7KH�ÀUVW�SRVLWLRQ�LV�WKDW�PDUNHW�IDFWRUV�ZLOO�GULYH�VHUYLFH�SURYLGHUV�WR�GHOLYHU�H[FHOOHQW�
VHUYLFH��$�QHZ�UHTXLUHPHQW�WR�UHSRUW�QHWZRUN�SHUIRUPDQFH�ZRXOG�KDYH�OLWWOH�YDOXH�LQ�WKDW�RWKHU�UHOHYDQW�VHUYLFH�PHWULFV�ZRXOG�QRW�EH�UH-
SRUWHG��7KH�RSSRVLQJ�YLHZ�LV�WKDW�WKH�)&&�DQG�VWDWH�UHJXODWRU\�ERGLHV�FDQQRW�DGHTXDWHO\�IXOÀOO�WKHLU�OHJLVODWLYH�PDQGDWH�ZLWKRXW�DFFXUDWH�
GDWD�RQ�SHUIRUPDQFH�RI�WKH�FRPPXQLFDWLRQV�QHWZRUN�DV�D�ZKROH�LV�UHTXLUHG�WR�HQVXUH�FRQVXPHU�SURWHFWLRQ�DQG�SXEOLF�VDIHW\�

7KH�)&&�VKRXOG�FRQVLGHU�UHTXHVWLQJ�IXUWKHU�LQSXW�RQ�WKLV�LI�,3�7UDQVLWLRQ�WULDOV�DUH�XQGHUWDNHQ�

36  TAC Presentation slides 65 & 66, http://transition.fcc.gov/bureaus/oet/tac/tacdocs/meeting121012/TAC12-10-12FinalPresentation.pdf
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Major providers who have direct interconnection facilities following best practices have procedures in place for measurements 
to assist the two peered companies in troubleshooting issues. Where the facilities are virtual or involve public access or public 
LQWHUQHW��GLDJQRVLQJ�WKH�SUREOHP�ZLOO�RIWHQ�EH�LPSRVVLEOH���$�IDFLOLWLHV�EDVHG�9R,3�,/(&�FDOO�WR�DQRWKHU�IDFLOLWLHV�²�EDVHG�9R,3�
062�FDQ�DFKLHYH�H[WUHPHO\�KLJK�FDOO�TXDOLW\�DQG�FDQ�WUDFN�SHUIRUPDQFH�EHWZHHQ�WKH�WZR�QHWZRUNV��$�FDOO�RULJLQDWLQJ�RYHU�D�:L�)L�
FRQQHFWLRQ�LQ�D�FRIIHH�KRXVH�PD\�FRQQHFW�ZLWK�WKH�DSSURSULDWH�6,3�VHUYHU��PD\�FRPSOHWH�WKH�FDOO��EXW�ÀGHOLW\�RI�WKH�DXGLR�DQG�
call drops/blocks will not be traced. 

To illustrate this point, we have reviewed several boilerplate interconnection agreements from facilities- based service provid-
HUV��%HVLGHV�VSHFLI\LQJ�WKH�W\SHV�DQG�YROXPH�RI�WUDIÀF�WR�EH�H[FKDQJHG��WKHUH�LV�DOVR�D�UHVSRQVLELOLW\�EXLOW�LQWR�WKH�DJUHHPHQW�
for jointly diagnosing faults and maintaining network performance. These include the measurement of post-dial delay, the call 
success rate, the far end congestion ratio, the delay or latency, the packet loss ratio and the packet jitter. Maintaining these vari-
DEOHV�ZLWKLQ�FRQWUDFWHG�WROHUDQFHV�HQDEOH�IDFLOLWLHV�EDVHG�SURYLGHUV�WR�GHOLYHU�7'0�DXGLR�ÀGHOLW\�DQG�DV�KLJK�GHÀQLWLRQ�FRGHFV�
are implemented, will enable even more improved voice calling experiences.

9DULDEOHV�VXFK�DV�WKHVH�DUH�WUDFNHG�E\�HDFK�FRPSDQ\�RIIHULQJ�IDFLOLWLHV�EDVHG�9R,3�WRGD\�EXW�WKHUH�LV�QR�UHTXLUHPHQW�RU�LQWHQW�WR�
share this information with any regulatory agency.

RECOMMENDATION: Data collection and Metrics: Use network data sources to better track, predict, and plan network 
resiliency for disaster preparedness.  To baseline and measure resiliency improvement over time.
a. FCC to work collaboratively with providers to establish a data/analytic ability and/or expertise to use existing data sources, 

LQFOXGLQJ�H[LVWLQJ�1256�',56�GDWD��IRU�JUHDWHU�SUHGLFWDELOLW\�DQG�DQDO\VLV�RI�UHVLOLHQF\��DQG�FUHDWLRQ�RI�D�´5HOLDELOLW\�%DVH-
line” as a reference for future comparisons and metrics, working voluntarily with industry.  

E�� )&&�WR�SDUWQHU�ZLWK�&'&�WR�XSGDWH�FXUUHQW�GDWD�JDWKHULQJ�SURFHVV�WR�JHW�PRUH�VSHFLÀF�LQIRUPDWLRQ�UHODWLQJ�WR�DYDLODELOLW\�RI�
PXOWL�PRGDO�FRPPXQLFDWLRQ�RSWLRQV��FODULÀFDWLRQV�EHWZHHQ�9R,3��9R,3�277��DQG�WUDGLWLRQDO�ZLUHOLQH�YRLFH�VHUYLFHV�IRU�EHWWHU�
reliability reporting and planning capability.

F�� /HYHUDJH�0%$�GDWD�VHWV��'HWHUPLQH�ZKDW�GDWD�FRXOG�EH�RI�YDOXH�IRU�UHOLDELOLW\�LQ�WKH�ORQJ�WHUP�JRDOV�RI�WKH�0%$�SURJUDP��
d. FCC to work with providers, determine what additional data is a meaningful indicator of reliability; develop a voluntary 

“crowdsourcing” data collection model to gather data in a manner that protects provider and consumer privacy and propri-
etary needs. 

e. Create annual network reliability baseline update

New Direction for Data Collection
Crowdsourcing Network Events
As communications services move to IP it is becoming possible to monitor network performance and events without the partici-
pation of the service providers involved in delivering that service.  Enlisting the participation of consumers and other volunteers 
to collect and share data through crowdsourcing programs can be easier and provide more reliable data.  

7KH�SULPDU\�WRRO�WKH�)&&�XVHV�WR�PRQLWRU�DQG�HQFRXUDJH�QHWZRUN�UHOLDELOLW\�LV�WKHLU�1HWZRUN�2XWDJH�5HSRUWLQJ�5HTXLUHPHQWV37  
set forth in Part 4 of the FCC’s Rules (47 C.F.R. Part 4).  There are two reporting systems38; Network Outage Reporting System 
(NORS) and Disaster Outage Reporting System (DIRS).  Currently wireline, wireless, paging, satellite, cable and interconnected 
9R,3�SURYLGHUV�DUH�UHTXLUHG�WR�UHSRUW�QHWZRUN�RXWDJHV�LQ�1256���%URDGEDQG�SURYLGHUV�DUH�FXUUHQWO\�QRW�UHTXLUHG�WR�UHSRUW�RXWDJ-
HV���',56�LV�D�YROXQWDU\�V\VWHP���7KH�VSHFLÀF�GHWDLOV�RI�DOO�UHSRUWV�DUH�FRQÀGHQWLDO���7KHVH�V\VWHPV�SURYLGH�LPSRUWDQW�GDWD�WR�WKH�
FCC to understand and analyze outages to the nation’s communications infrastructure.  They also serve to encourage reliability 
in the network by the entities that are being monitored.  

37 Most recent major R&O on Network Outage Reporting; http://hraunfoss.fcc.gov/edocs_public/attachmatch/FCC-04-188A1.pdf
38 NORS and DIRS; http://transition.fcc.gov/pshs/services/cip/nors/nors.html
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In recent years the FCC has chosen a different tactic to collect monitoring data that has proved successful.  In 2011 they rolled 
RXW�WKH�0HDVXULQJ�%URDGEDQG�$PHULFD��0%$��SURJUDP39���7R�PHDVXUH�À[HG�OLQH�EURDGEDQG�SHUIRUPDQFH�WKH�)&&�HQOLVWHG����
volunteer broadband service providers and thousands of their customers.  Customers were given routers that would periodically 
collect performance data and send them to a central collection point.  The FCC created reports based on this data to determine 
WKH�SHQHWUDWLRQ�DQG�VHUYLFH�TXDOLW\�RI�EURDGEDQG�LQ�$PHULFD��

On November 14, 2013, this program was augmented with a mobile speed test app40.  This is a true crowdsourced program that 
goes directly to the consumers and doesn’t involve service providers.  Android smartphone users can download the app from the 
Google Play or Apple app store.  The app will collect mobile broadband performance data, which is then aggregated to a central 
collection point.  The FCC analyzes the data and issues reports on America’s mobile broadband performance. This application is 
one of several that consumers can download to verify their mobile broadband speeds.   

Other examples of crowdsourced network monitoring include RIPE’s Atlas project41 and CAIDA’s Archipelago project42.  RIPE is the 
European Regional Internet Registry and their project has more than 4,000 probes deployed around the world.  CAIDA (Cooper-
DWLYH�$VVRFLDWLRQ�RI�,QWHUQHW�'DWD�$QDO\VLV��LV�D�QRQSURÀW�UHVHDUFK�RUJDQL]DWLRQ�ORFDWHG�LQ�WKH�8QLWHG�6WDWHV���7ZR�RI�WKHLU�IRXU�
VSRQVRUV�DUH�WKH�16)�DQG�'+6���%RWK�SURMHFWV�DUH�VLPLODU�LQ�WKDW�WKH\�VHHN�YROXQWHHUV�WR�KRVW�D�SUREH�WKDW�FROOHFWV�DQG�UHSRUWV�
performance data.  The only things the volunteer needs to participate are an Internet connection and an available Ethernet port.   
The devices are small, simple and inexpensive and given to the volunteers for free. 

6KRXOG�WKH�)&&�ZLVK�WR�DXJPHQW�LWV�H[LVWLQJ�0HDVXULQJ�%URDGEDQG�$PHULFD�LQIUDVWUXFWXUH�WR�VXSSRUW�QHWZRUN�HYHQW�PRQLWRULQJ�
or pursue a new effort, it will need to address several issues:

• Volunteer privacy
• Data to be collected
• Funding the effort
• Monitoring infrastructure, including outage reporting
• Timeliness of data
• Awareness campaign
• Distribution strategy

The FCC has proven to be a leader in crowdsourcing monitoring data.  Network event monitoring is an excellent candidate for 
crowdsourcing.  We recommend that the FCC leverage it’s existing expertise in crowdsourcing programs to monitor network 
events that effect reliability and resiliency.

39 Measuring Broadband America; http://www.fcc.gov/measuring-broadband-america
40  Mobile Broadband Speed Test; http://www.fcc.gov/document/fcc-unveils-mobile-broadband-speed-test-app-empower-consumers
41 RIPE’s Atlas project; https://atlas.ripe.net/
42  CAIDA’s Archipelago project; http://www.caida.org/data/monitors/monitor-map-ark.xml
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Figure 24. NERC State of Reliability Report - 2012
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POLICY: REGULATORY AND AGENCY COOPERATION
 
Collaboration During Emergency Restoration of Services
0DQ\�HOHFWULFDO�XWLOLWLHV�DQG�FRPPXQLFDWLRQV�SURYLGHUV�ZRUN�WRJHWKHU�RQ�D�IUHTXHQW�EDVLV�GXULQJ�QRUPDO�RSHUDWLRQV���6PDOO��YHU\�
ORFDOL]HG�HYHQWV��VXFK�DV�WUDIÀF�DFFLGHQWV��FRQVWUXFWLRQ�LQFLGHQWV��RU�VPDOO�VWRUPV�UHVXOW�LQ�WKH�QHHG�WR�FRRUGLQDWH�HIIRUWV���,Q�
PRVW�FDVHV��WKH�HOHFWULFLW\�FUHZV�ÀUVW�SHUIRUP�SROH�DQG�RU�SRZHU�FDEOH�UHSODFHPHQW��ZKLOH�WKH�FRPPXQLFDWLRQV�SURYLGHU�ZDLWV���
Upon completion of the power work, the communications restoration can take place.
 
Many disaster-related events simultaneously disrupt electrical and communications capabilities, but on a much greater scale.  
As both essential services often share common poles or underground right of ways, and are trying to restore capabilities at the 
same time for their customers, it would seem to be intuitively obvious that close coordination of their efforts would take place.  
This is often not the case, however. 

It is important to note that this relationship is not just one way; communications providers can provide valuable intelligence to 
assist power restoration.  Several MSO’s and service providers have network-monitoring tools that provide them with visibility on 
power outages that may assist the power utility.  In addition, boots on the ground from communications providers can provide 
XWLOLW\�FUHZV�ZLWK�UHSRUWV�RQ�ÀHOG�FRQGLWLRQV�
 
RECOMMENDATION: Optimize the current restoration process: FCC creates national program on a collaborative restoration 
approach in response to outages and or natural disasters to increase resiliency and long-term reliability.  Additionally, this 
program would help reduce damage to communications networks during the restoration process post natural disasters. 

a. Explore creating a “data exchange” for various utility/communication providers to share data with each other for 
JUHDWHU�HIÀFLHQF\�DQG�RSWLPL]DWLRQ�RI�UHVWRUDWLRQ�SURFHVV�

b. Provide estimated time to restore electrical service, by area, to communications companies
c. Provide communications companies with power crew work locations so that efforts can be coordinated.
G�� ,QVWUXFW�FOHDULQJ�DQG�WUHH�UHPRYDO�SRZHU�FUHZV�QRW�WR�FXW�DQ\�FRPPXQLFDWLRQV�FDEOHV��FDOO�SURYLGHUV�IRU�TXLFN�

removal of any cables. 
e. Place communications technical facilities at risk, and outside plant locations critical to public and private sector 

entities on priority restoration lists.

There are many forums in which this information could be exchanged, and it need not be cumbersome to the electric utility.  In 
some cases, the two organizations are already collaborating on smaller issues; they just need to expand the scope via a larger 
forum.  This could be over the telephone via email, or face-to face.  In some cases, communications providers are invited into 
electrical utility emergency operations centers when they are activated.  In other cases, both utility and communications provid-
ers may physically be in a local, or state emergency management emergency operation center, or part of a private sector liaison 
DUUDQJHPHQW��VXFK�DV�D�%XVLQHVV�2SHUDWLRQV�&HQWHU��DQG�FDQ�H[FKDQJH�LQIRUPDWLRQ�LQ�WKHVH�IRUXPV��
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There are several federal-level groups challenged to provide for the power infrastructure. Within the Department of Energy, ISER 
(Infrastructure Security and Energy Restoration) is the primary agency responsible for power restoration (Emergency Response 
Function #12). Within the Department of Homeland Security, FEMA (Federal Emergency Management Agency) develops and 
maintains a matrix of all government emergency responsibilities that they maintain in two documents:

1. Emergency Response Function Annex
2. Critical Infrastructure and Key Resource Support Annex 

It could be useful for the FCC to begin or extend their dialog with important advocacy groups supporting electric utilities that deal 
with communications. Some of these organizations include:

• NRECA – National Rural Electric Cooperatives Association
•  NRTC – National Rural Telecommunications Cooperative
•  UTC – Utilities Telecommunications Council
•  EPRI – Edison Power Research Institute
•  NARUC – National Association of Regulatory Utilities Commissioners
•  NERC – North American Electric Reliability Corporation
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CONCLUSIONS AND SUMMARY
The telecommunications network has been in constant evolution for the past century.  The pace of change has increased rapidly 
in the past two decades. The change is accelerating as technology advances and compute capabilities open new innovative pos-
sibilities.  New technologies have led to fundamental changes in the architecture and design of telecommunications services.  
We are in the midst of the IP Transition of communications, including circuits transitioning to IP packets and twisted pair transi-
WLRQLQJ�WR�FRD[��ÀEHU�RSWLFV��'6/�DQG�ZLUHOHVV�WHFKQRORJLHV���7KHVH�QHZ�WHFKQRORJLHV�KDYH�PRYHG�XV�IURP�D�QDUURZEDQG��PDLQO\�
voice network, to a broadband, voice and data and video network.  As a result the traditional system of record has migrated to 
this new services rich, multi-modal network.  Consumers have embraced the transition through the adoption and use of mobile 
devices including smartphones, tablets and other portable devices. In the near future, there will be many more devices access-
ing services built on these architectures.
 
The goal in writing this paper is to provide a detailed overview of the traditional “system of record” and to explain the transition 
to IP and the resulting impact to resiliency, emergency services as well as future looking capabilities.  Consumers and business-
es are embracing the new IP transition, wireless technologies, and the many applications enabled on the new telecommunica-
tions platform.  The paper explores technology options to ensure that this new public communications network has the import-
ant resiliency characteristics that users have come to expect from the PSTN services, and will continue to support emergency 
services.  The transition is providing more options to consumers, which is providing greater individual and household communi-
cations resiliency based on the multiple methods to connect and communicate.  

7KH�WUDQVLWLRQ�WR�,3�KDV�FKDQJHG�WKH�ZD\�LQ�KRPH�SKRQH�OLQHV�DUH�SRZHUHG���7KH�PRYH�KDV�EHHQ�IURP�D�&HQWUDO�2IÀFH��EDWWHU\�
back up system, to an in-home powered gateway that provides a Voice over IP (VoIP) service.  Many consumers are not aware 
that they no longer have a traditional powered-voice line in their homes and a consumer education program should be devel-
oped to increase consumer awareness of the capabilities of their services and the options available to provide back up power.  
In addition, there this paper recommends a multi-stakeholder process to engage with consumer electronics industry leaders 
WR�GHVLJQ�HTXLSPHQW�WKDW�ZRXOG�VWDQGDUGL]H�FRQVXPHU�SRZHU�EDFN�XS�DQG�ODEHOLQJ���7KH�LQGXVWU\�LV�DOUHDG\�GHYHORSLQJ�PRUH�
HIÀFLHQW�QH[W�JHQHUDWLRQ�HTXLSPHQW�GHVLJQV����7KLV�GLVWULEXWHG�SRZHU�UHTXLUHPHQW�FDQ�EH�SUREOHPDWLF�IRU�XVHUV�WKDW�GR�QRW�KDYH�
battery backup during environmental and manmade disasters.  Many of the issues around powering are being addressed by ser-
YLFH�SURYLGHUV�DQG�LQGXVWU\�JURXSV���6RPH�RI�WKH�NH\�ÀQGLQJV�DQG�UHODWHG�UHFRPPHQGDWLRQV�LQFOXGHG�LQ�WKLV�SDSHU�DUH�IRFXVHG�
on liaising and working with the commercial power industry to increase the resiliency of their networks. 
 
(PHUJHQF\�VHUYLFHV�VXSSRUW�LV�DQRWKHU�DUHD�WKDW�LV�VSHFLÀFDOO\�FDOOHG�RXW�LQ�WKH�SDSHU���7KHUH�KDV�EHHQ�JUHDW�LQQRYDWLRQ�LQ�WHUPV�
of how emergency PSAP networks and architectures continue to evolve and the types of communications from citizens they will 
be able to accept.  The IP transition, along with mobility, has provided much greater capability for consumers to reach and ac-
cess emergency services.  There is an opportunity for innovation by utilizing alternate services such as texting, video, and other 
data related methods to access emergency services.  Emergency Service stakeholders are embracing and driving the changes.
 
The TAC has been asked to explore ways to evaluate network resiliency.  The goal is to determine whether resiliency is improv-
ing over time.  As the IP transition moves forward, and we move away from the traditional PSTN the traditional measurements 
my not provide the data and information necessary to effectively evaluate resiliency.  Metrics and reporting are a key part of 
measuring network resiliency. There are several systems in place today that (NORS, DIRS) measure outages without context to 
multi-modal impacts or other access capabilities.    The recommendation on this topic is to work with the industry stakeholders 
and providers to determine what are the proper metrics in a multi-modal network.  In addition, the establishment of a baseline 
is important in terms of the ability to determine net change.  It is important to note that the FCC Advisor to our working group, 
Henning Schulzrinne, FCC CTO, has been designated as the leader of the FCC team that will be tasked with determining which 
metrics will be meaningful in the new competitive communications market place.  
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In conclusion, the rate of change in the communications industry will continue to accelerate. New technologies, new service pro-
viders, and an ever increasing number of connected devices and communications interfaces will continually expand and deepen 
our ability to communication. The dependency on the power grid and backup power for communications will increase.  The 
impact of Internet of things and machine-to-machine communications will add billions of new devices connected to the network.  
It is important to understand these new technologies, and capabilities with an eye on the impact to the network.
 
It is critical that we encourage entrepreneurs, service providers, manufacturers and innovators to continue to invest their 
resources and creativity in communications solutions.  To support this new world, there are few who believe that the provider 
ODQGVFDSH�RI�WRPRUURZ�UHTXLUHV�WKH�IXOO�UHJXODWRU\�UHJLPH�WKDW�VXSSRUWHG�D�3671�YRLFH�PRQRSRO\��,Q�IDFW��PRVW�EHOLHYH�LW�ZRXOG�
VWLÁH�LQYHVWPHQW�LQ�QHZ�DQG�HPHUJLQJ�VROXWLRQV��$V�VXFK��ZH�HQFRXUDJH�UHJXODWRU\�DJHQFLHV�WR�WDNH�D�KDUG�ORRN�DW�UHPRYLQJ�DV�
much legacy regulation as possible and take a fresh look at encouraging competition and investment by supporting only those 
regulations necessary to support the statutory values inherited from the PSTN. 
 
Finally, as the working group chairman, I thank the dedicated members of our working group for their efforts and contributions 
WR�WKH�GLDORJXH�ZH�KDYH�KDG�RQ�UHVLOLHQF\��,Q�SDUWLFXODU��,�WKDQN�+HQQLQJ�6FKXO]ULQQH��&KLHI�7HFKQRORJ\�2IÀFHU�RI�WKH�)&&�IRU�KLV�
leadership and guidance over the past year. Also, I thank those who have authored and edited the various sections of this paper 
and contributed to this important effort on resiliency.  We look forward to the FCC utilizing the working group’s recommendations 
as they focus on policy changes during the transition and beyond.
 
 
 


