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Motivation Statement

The United States Federal Communications Commission (FCC) and many others in the U.S. want “broadband” to be made available to consumers in the most ubiquitous and capable extent possible. The FCC defines the goal as the “availability of high-speed, switched, broadband telecommunications that enables users to originate and receive high-quality voice, data, graphics, and video telecommunications using any technology platform.”

To this end, the FCC solicits the Network Reliability and Interoperability Council (NRIC)
 for recommendations regarding issues affecting broadband’s advancement.

Mission Statement

The original FG4 charter stated:

The Committee will make recommendations cdoncerning the need for technical standards to ensure the compatibility and deployment of broadband technologies and services, and will evaluate the need for improvements in the reliability of broadband technologies and services. 

Many national and international groups are already dedicated to developing technical standards.  However, few are addressing operational standards and methodologies. Therefore with the blessings of the FCC oversight group, the new mission statement is as follows:
The Committee will make recommendations to ensure the compatibility and deployment of broadband technologies and services, and will evaluate the need for improvements in the reliability of broadband technologies and services.
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Executive Summary

The deployment of broadband networks and services have potential capabilities which are so powerful that they threaten to disrupt long standing policy, regulatory and commercial structures. Broadband technologies have been developed and deployed that utilize existing infrastructures (including DSL and Cable), wireless including satellite, and even powerline facilities. The competition between these technologies has stimulated technology advances. Obstacles to broadband proliferation include: consumers’ willingness or ability to pay, limited service choice, functionally constrained service offerings, proprietary applications, unavailability of transport systems, incompatibility of applications, return on investment concerns, product cannibalization fears, constrained motivation for application development, limited access to capital, and more.

Many of these obstacles are business issues that are evolving with technological advances, increased economies of scale, innovation in user applications, etcetera. This report focuses on the technical operational issues that can promote broadband compatibility and deployment. 

In the spirit of NRIC, we have created a set of voluntary recommendations, which we believe will enhance the user experience of broadband. These recommendations cover the areas of disclosure, network performance, and quality of service.   We do not recommend creating legal requirements for network performance or quality.  Unlike the “black and white” clarity of whether or not a packet traverses or does not traverse a service provider’s infrastructure, network performance is characterized by a multi-variable continuum of behavior.  Describing “performance” from a user’s perspective is a difficult and subjective endeavor.  Furthermore, the existing competitive climate, and continuing uptake of broadband services has fostered lower prices, increased availability, and a high level of performance as a natural outgrowth from market driven conditions.

Categorization of FG4 Issues

Because “broadband” itself is such a nebulous term, the FG4 team is contributing a short white paper describing the Concepts of Broadband which explores the nature of broadband deployment from an end user’s perspective. It is recommended that all recommendations concerning broadband be viewed through the concepts described in that document.

To the extent Broadband service falls short of meeting its goals, the focus group concentrated on the following areas:

· Access/Onramp Policies

· Service Transparency

· Traffic Policies

This report divides its discussion and recommendations into these categories.  The following are brief introductions to each of these sub-group areas:

Broadband Concepts. 

The concept of what is broadband has evolved over the years and is somewhat ill-defined even today.   As a historical perspective, here are some recently published definitions of broadband:

Newton's Telecom Dictionary (2002): "...greater than a voice grade line of 3 KHz. Some say [it should be at least] 20 KHz." 

Jupiter Communications(2001): a network service of at least 256 Kbps. 

IBM Dictionary of Computing(1999): A broadband channel is "6 MHz wide." 

FCC  (2000):  Channel that is used to deliver multiple services through one portal, with the upstream and downstream paths supporting rates of at least 200 kilobits per second (Kbps). 

High Tech Broadband Coalition: ITI (The Information Technology Industry Council) has categorized the term “current generation” broadband to include the vast majority of broadband services available to consumers today, which generally are configured to provide speeds up to 1.5 megabits per second (“Mbps”) with typical speeds much slower. By contrast, the term “next- generation” broadband is used to refer to those technologies such as Fiber-to-the-User generally not available in today’s market, which are capable of delivering far greater speeds of over 100 Mbps or more. See Comments of the Information Technology Industry Council, Request for Comments on Deployment of Broadband Networks and Advanced Telecommunications, NTIA Docket No. 011109273-1273-01, at 2 (filed Dec. 19, 2001).

Reading these one is reminded of a few other service offering quotes from our history:

Western Union – (1876): This telephone has too many shortcomings to be seriously considered as a means of communication. This device is inherently of no value to us.

Bill Gates – (1981): 640k ought to be enough for anybody

Furthermore it is generally agreed by the populace that Asymmetrical Digital Subscriber Line (ADSL), satellite (VSAT), and cable TV provided Internet access are broadband.  However in the upstream direction (which doesn’t fit the accepted “speed based” definitions) are they really broadband?   Before the advent of high-speed Internet connections to the home, this term was used to talk about a single medium that could carry multiple channels of data at the same time. Over the last few years the definition has expanded its meaning to denote the quantity of data a medium can carry.  The FCC defines the minimum rate for broadband as 200 Kbps. So under this definition, a 256 Kbps DSL connection would count as broadband while a 56 Kbps dialup modem connection would not. Even more recently, “broadband” has come to refer to particular kinds of huge data packages, audio files, video clips, game software programs, long, heavily formatted text documents, that fill up a lot of bandwidth. When dealing with this kind of content, even a DSL connection is not going to seem very "broadband”.  The concepts of broadband sub-group explores this area and makes recommendations on their findings.

Access Policies

There are many places in the United States that have limited or no Internet access service other than typical dial up service.  While T-carrier exists for virtually the entire US, it is generally cost prohibitive. This sub-group explores and makes recommendations on the options and deployment methodologies available.


Service Transparency

The notion of “service transparency” overlays aspects of a similar notion known as “end to end”; both of these notions bear upon the issue of service provider control over the subscribers and subscribers’ applications, but the term “end to end” is additionally encumbered with broader implications.

The phrase “end to end” also refers to the energetic and perennial design debate regarding where to embody communication features.  I.e., whether “smarts” are best built into network end devices (variably referred to as: hosts, computers, PCs, servers, nodes, clients, ends, instruments, etc.), or built into the network itself.  Our view is that the “real” and difficult core issue energizing the “end-to-end debate” is service provider control over subscribers - rather than an engineering optimization.
  We attempt to highlight our particular concern by referring to the issue as one of “service transparency” rather than “end to end.”  We discuss below several forms of service transparency constraints as they have emerged in the broadband market. 

Traffic Management, Traffic Policy and  Quality Issues

The overall "quality" of a broadband service determines what types  of applications can be used and how well they will function.  Moreover, if the quality is low, it reduces the incentive to develop quality-sensitive applications; and to the extent that quality is “low,” it caps the sophistication possible from applications.

It is generally accepted that the spectrum of reasonable engineering approaches include significant, even fundamental, application of traffic management-- but there are limits to its utility.  Service providers should provide adequate capacity to meet user’s needs while traffic management can improve the utilization of the capacity that is available. 

When deemed appropriate, enterprises and service providers can utilize traffic management capabilities within packet-based technologies to ensure that one or a small number of users with excessive information rates do not degrade the quality of service observed by others.
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Appendix A- FG4 Recommendations

· Service providers should consider utilizing traffic management mechanisms and technologies to ensure facilities are utilized most efficiently.

· Equipment suppliers should incorporate traffic management technology into their equipment,  as necessary, with the tools necessary to maintain performance of facilities and to manage traffic flows from customers per contracts/SLA's and to prevent degradation of quality of service experienced by network users.

· Service providers, network operators and equipment suppliers are encouraged to continue to participate in the development and expansion of industry standards for traffic management that promote interoperability and assist in meeting end user quality of service needs.

· Service providers should consider appropriate means for providing their customers with information about their traffic policies so that users may be informed when planning and utilizing their applications.

· Service providers, network operators, and equipment providers should work to establish operational standards and practices which support broadband capabilities and interoperability--eg. (point-to-point videoconferencing, telephony, etc.).

· Service Providers should establish and develop  internal controls to administer the network policies  associated with protocol or port filtering whereby network security takes precedence in maintaining overall reliability, integrity, and availability of the network and interconnection “peering” or “transit” points.

· Service Providers should internally establish and develop controls to administer the network policies  associated with protocol or port filtering.  To whit:   a process that defines generic circumstances when dynamic filtering may occur, ( i.e. DDOS, Virus ) and made available to customers.

· Service providers should make information available to customers that include content filtering of Static Policies -- those policies which by  design are not likely to change.

· Service providers should make information available to customers that include information on content filtering.

· Service Providers should make available meaningful information about expected performance with respect to upstream and downstream throughput and any limitations of the service; best effort services “up to” or unspecified bit rate services should be specified as such in a clearly identifiable manner.
· Service providers should make available meaningful information about expected performance with respect to upstream and downstream throughput and any limitations of the service. Specified rate services (such as those covered by QoS or similar systems) should be handled by an  SLA between the parties.

· Service Providers, equipment manufacturers, and/or network operators should continue to investigate the process of migration from an IPv4 to an IPv6 environment.

· Service Providers should encourage users to take steps to protect their systems from unauthorized access.
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Appendix C Glossary of Terms
1XRTT: single carrier ( 1x )radio transmission technology, (also known as CDMA2000)  a 3G wireless technology based on the CDMA platform. 1xRTT has the capability of providing ISDN-like speeds of up to 144 Kbps .

ADSL: Asymmetric Digital Subscriber Line. ADSL is a form of Digital Subscriber Line in which the bandwidth available for downstream connection is significantly larger than for an upstream connection.

Broadband Transmission Systems: Services which multiplex multiple information sources on one transport medium.

Cable:  Coaxial cable is the kind of copper cable used by cable TV companies between the community antenna and user homes and businesses. Coaxial cable is sometimes used by telephone companies from their central office to the telephone poles near users. It is also widely installed for use in business and corporation Ethernet and other types of Local Area Networks (LAN).

Downstream/Upstream:  In telecommunications generally, a transmission from an information server  toward an end user is referred to as downstream and a transmission toward the server is referred to as upstream.

DSL:  DSL (Digital Subscriber Line) is a technology for bringing high-bandwidth information to homes and small businesses over ordinary copper telephone lines. xDSL refers to different variations of DSL, such as ADSL, HDSL, and RADSL. 

Firewall: A firewall is a set of related programs, located at a network that protects the resources of a private network from users from other networks. (The term also implies the security policy that is used with the programs.).

FTP: (File Transfer Protocol) [ TCP/IP ports 20 and 21]  RFC 959, is protocol that allows users to copy files between their local system and any system they can reach on the network.

Gbps: stands for gigabits per second (billions of bits per second) and is a measure of bandwidth (the amount of data that can flow in a given time) on a data transmission medium.

GPRS: (General Packet Radio Service) a standard for wireless communications which runs at speeds up to 115 kilobits per second.

IP: Internet Protocol

IPV4:  The network layer for the TCP/IP protocol suite widely used on Ethernet networks, defined in STD 5, RFC 791.  IP is a connectionless, best-effort packet switching protocol.  It provides packet routing, fragmentation and re-assembly through the data link layer.

IPV6: (Also sometimes written as IPng, IP next generation) The most talked about candidate  protocol to replace the current Internet Protocol (IPV4).  The primary purpose of IPv6 is to solve the problem of the shortage of IP addresses. Its main feature is 16-byte addresses instead of the current four bytes and embedded encryption.

Jitter:  The change of latency over time.

Kbps:  stands for kilobits per second (thousands of bits per second) and is a measure of bandwidth (the amount of data that can flow in a given time) on a data transmission medium.

LAN:  (Local Area Network) is a group of computers and associated devices that share a common communications line or wireless link and typically share the resources of a single processor or server within a small geographic area (for example, within an office building). 

Latency:  Delay or “lateness” from getting information or signals from origination to destination.

LMDS: (Local Multipoint Distribution Services) is a fixed wireless technology that operates in the 28 GHz band and offers line-of-sight coverage over distances up to 3-5 kilometers

Mbps:  stands for megabits per second (millions of bits per second) and is a measure of bandwidth (the amount of data that can flow in a given time) on a data transmission medium.

MMDS:( Multipoint Microwave Distribution System)  also know as Multi-channel Multi-point Distribution System,  is a wireless broadband technology for Internet access.  MMDS uses a microwave distribution system to provide broadband Internet access. 

NAT:  (Network Address Translation) is the translation of an Internet Protocol address used within one network to a different IP address known within another network. 

Node: In a network, a node is a connection point, either a redistribution point or an end point for data transmissions. 

Packet:  A packet is the unit of data that is routed between an origin and a destination on the Internet.

Port:  In programming, a port (noun) is a "logical connection place" and specifically, using the Internet's protocol the way a client program specifies a particular server program on a computer in a network.

End to end: Host computers may communicate directly with each other, i.e. without necessarily sending their data to an intervening server.  In this definition, the routers, switches, and other transport equipment are not construed as “servers.” 

Powerline:  Powerline technology provides the transmission of data to users over the same lines that bring electric power to homes and businesses.  

Satellite:  A satellite is a specialized wireless receiver/transmitter that is launched by rocket and placed in orbit around the earth. 

SDSL:  Single-line Digital Subscriber Line A form of Digital Subscriber Line similar to 

HDSL but providing T1 or E1 connections over a single twisted-pair copper line.

Server: In general, a server is a computer program that provides services to other computer programs in the same or other computers. 

SMTP:(Simple Mail Transfer Protocol) [ TCP/IP port 25 ] RFC 821 is used in sending email.  (Note that pop and imap[4] are the receiving side of most email conversations.)

TCP :  TCP (Transmission Control Protocol) is a set of rules  used along with the Internet Protocol to send data in the form of message units between computers over the Internet. 

Traffic:  The amount of data that is contained within a specific route on the Internet.

Transparency: (Transparent Broadband) has no standing operational restrictions on connectivity or reach-ability.

UDP: (User Datagram Protocol) is a communications protocol that offers a limited amount of service when messages are exchanged between computers in a network that uses the Internet Protocol.

VDSL: Very High bit-rate Digital Subscriber Line. 
A form of Digital Subscriber Line similar to ADSL but providing higher speeds at reduced lengths.

Virus:  A piece of programming code usually disguised as something else that causes some unexpected and usually undesirable event. 

Wireless:   Wireless is a term used to describe telecommunications in which electromagnetic waves (rather than some form of wire) carry the signal over part or all of the communication path.

Wireline: Network services term for services provided over a physical electrical or optical connection.

� Telecommunications Act of 1996, Pub. L. No. 104-104, 110 Stat. 56 (1996 Act), codified at 47 U.S.C., § 706(b)





� The Network Reliability and Interoperability Council was first organized by the FCC in January of 1992, bringing the telecommunications industry together to study ways to avoid service outages.  The Council reconstitutes every two years, taking up new and continuing issues of interest to the FCC and telecommunications industry.








� Co-chair for the first half of the FG4 charter


� A reasonable case for the end to end debate being something other than an engineering debate is made by Christian Sandvig in Communication Infrastructure and Innovation: The Internet as End-to-End Network that Isn’t.  (University of Illinois at Urbana-Champaign , 2002).
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In the United States infrastructures exist for delivery of video and telephony, which are nearly ubiquitous. Those existing infrastructures have been upgraded over the last several years to provide broadband access. Depending on various factors including geography, existing facilities, and local demand, one or more broadband platforms are generally available to American consumers. Significant investment has already been made to upgrade traditional platforms to provide broadband capabilities.  However, achieving the dream of ubiquitous availability and multiple platform choice for consumers in every location still requires significant additional investment, hinging on consumer demand. New applications will drive additional sources of revenue and create the need for additional broadband service. 


New technologies and lower equipment costs driven by economies of scale are making it feasible for new entrants as well as traditional service providers to increase broadband availability to consumers regardless of location, demographics, or socioeconomic status. The long-term result of this evolution will be seen in the emergence of a variety of technology and service options for consumers to choose from based on the following factors:


Local Characteristics: 

Due to large variations in population density and distribution, income, geography, existing infrastructures and other characteristics, it is clear that a single solution to broadband access will not be sufficient for the majority of consumers.  A multiplicity of approaches with respect to technology, business models and innovation will naturally lead to greater ubiquity of service availability. 

Demand: 

The demand for new services changes the competitive climate in locations traditionally not served by providers of advanced services, and drives investment by incumbents as well as by new entrants. The availability of new services delivered over legacy infrastructure promotes awareness and increases the incentive for additional investment.

Cost:

Competition, new applications, and technologies not only increase the value proposition of broadband access through alternative technological solutions for traditional services, but also drives down cost by increasing the incentive for incumbent providers to innovate. As broadband popularity increases, higher volumes will lead to lower equipment and operational costs resulting in more attractive rates and options for consumers. 

Technology Maturity: 

Some service delivery platforms and technologies are quite mature while others are in their infancy. As component costs decline and operational processes are developed for new technology, their uses will increase dramatically. It is likely that what drives broadband access availability today for the average consumer will change as new access technologies find their way into the mainstream of our social fabric.

Technology Trends:


Cable – Building on their existing infrastructure, cable operators will continue to evolve their networks using HFC (Hybrid Fiber Coax), maximizing and expanding their bandwidth, while making Internet available using the DOCSIS (Data Over Cable Service Interface Specification) standard. As video bandwidth is freed up and networks are upgraded, portions of the two-way cable spectrum will be allocated as the transport for their data service.  Client or in-home products/devices will continue to evolve to support this growth, and allow data, voice and video to be delivered with high quality of service, maximizing availability and reliability.  Network flexibility ensures that IP based services, like VOD (Video On Demand) and VoIP (Voice over Internet Protocol), can be delivered as additions to this design, while allowing future applications to be easily incorporated into the system.  

As demand for bandwidth increases the cable operator has a variety of technological advances and products to aid them in their effort to meet the requirements.  Extra data carrying channels can be added to the spectrum to increase capacity.  Advancements in high capacity fiber interconnects expand existing fiber paths to 10 Gbps or more with the introduction of DWDM (Dense Wave Division Multiplexing). Most operators have also installed extra fiber strands to the nodes, which typically serve 500 to 1000 homes passed.  If needed, additional electronics can be added to those locations to meet consumer demand. 

The adoption of standards by the cable industry has significantly impacted the cost of the end user equipment.  In the past 5 years modems have dropped in price by 80% to 90%.  Backward compatibility in the DOCSIS standard ensures that subscriber-owned equipment will not become obsolete with future revisions or system upgrades.

DSL – Digital Subscriber Line (DSL) services utilize the existing twisted wire pair copper infrastructure used by Plain Old Telephone Service (POTS). Telephone service (voice) uses a very small portion of the available spectrum on a given copper loop.  DSL technologies make use of the unused spectrum on a copper pair to provide broadband service simultaneously with voice service, or can use the entire copper pair spectrum providing a higher bit rate service.  DSL service may be provided from a central office or from remote DSL Access Multiplexers (DSLAM) that are generally fiber fed.  The closer the DSLAMs are to the end user, the greater the data rate that can be provided.  

There are several types of DSL and within a given DSL type there may be several variants (see NRIC V Focus Group 3). Within a binder group of a multi-pair cable there may be many DSL lines and other legacy services, which may impact the performance of broadband service.  Operational spectrum management and deployment standardization are important to optimize use of the existing copper facilities.


Presently the standards of DSL for broadband access range from Asymmetric DSL (ADSL, ITU-T G.992) providing 100’s of Kbps of service up to 18,000 feet to very high bit-rate DSL (VDSL, ITU-T G.993) achieving approximately 50 Mbps of symmetric bandwidth up to 2,000 feet.  In most cases, achievable DSL speeds are related to loop length and other loop characteristics. Bonding technology standardization promises greater data rates over multiple wire pairs, and dynamic spectral management promises significantly improved performance. Best Effort, differentiated Quality of Service, and guaranteed Quality of Service can all be provided over DSL networks.

Fiber-to-the-Home – With data rates approaching 10 Gbps over a single wavelength, fiber has become the medium of choice for backbone connections and heavy bandwidth demanding customers.


Potentially, broadband networks could employ a mixture of twisted wire pair, coaxial, and fiber-optic cables as well as wireless links.  These networks rely on the faster speeds enabled by fiber for backbone connections, which can span a country or encircle a metropolitan area, while the last mile is predominantly copper or coax cable.  Fiber is being deployed much closer to end-users through routine improvements of the underlying networks.  Hybrid fiber coax (HFC), fiber-to-the-node (FTTN), fiber-to-the-curb (FTTC) and fiber-to- the-home (FTTH) networks all utilize optical cable in the last mile.  


Given its potentially enormous capacity, format versatility, and long lifetime, FTTH may be a logical technology goal. For new (green-field) installations, the total life-cycle cost of a fiber-based infrastructure, generally speaking, is lower than that for other wireline alternatives. This is partially attributable to fiber’s long life and its lack of intermediate electronics in the path between premises and point of presence.  


For overbuilds, the advantages of FTTH have to be considered in light of the cost factors: (1) instead of leveraging existing wire-line plant, a provider incurs the cost of installing new fiber optic cables and (2) at present, the terminating equipment is more expensive, reflecting the cost of the opto-electronics and today’s lower product volumes. Because they are ultimately tied to the cost of labor, fiber installation costs are unlikely to decline significantly. However, advances in optical and wireless technologies, as well as creative uses of rights of way may provide for the reduction of fiber installation costs. Meanwhile, there is considerable scope for incremental gain from all broadband access technologies.

FTTH was first standardized by the ITU as APON (G.983).  BPON added support for a WDM overlay for services such as broadcast TV.  The ITU is completing the GPON standard, which will offer higher speeds and more efficient transportation of packet traffic.  The IEEE is working on a standard (802.3ah) for point-to-multipoint networks (EPON) and also point-to-point optical access networks.

FTTH will be more attractive where there is either no existing infrastructure or where a provider opts to compete with the incumbents by providing a very-high-capacity alternative. FTTH is being used in green-field developments, in some community-based initiatives, and by a few over-builders in small-scale deployments. As a general rule, FTTH will only be deployed when a combination of economics, demand, and capability justifies the investment.


Wireless - Wireless technology offers mobility and flexibility in usage scenarios over a variety of geographical serving areas. 


In the shorter term, satellite and fixed wireless such as MMDS and LMDS are being used to support market entry by providers that do not have wireline assets. Fixed wireless, including new technologies like 802.16 (WiMax) may offer a longer-term residential broadband option, especially in less densely populated areas or areas unable to support a larger number of facilities-based competitors. In reaching even the most remote U.S. households, the high fixed cost of building and launching satellites is counterbalanced by low per-subscriber costs to reach an individual customer. 


Third generation (3G) wireless provides the opportunity to expand existing mobile capacity while adding more capabilities including broadband features described earlier. 

Wireless local area networking technology using the IEEE 802.11 family of standards is rapidly being deployed in enterprises, residences and hotspots to aggregate traffic and further stimulate broadband access.  Wireless ISPs using unlicensed (also known as licensed by rule) spectrum and this technology has emerged in some areas.


Looking forward, advances such as robust multicarrier modulation and phased-array antennas may benefit wireless across the board. Higher-performance fixed wireless, and enhanced mobile cellular systems offer ubiquity and mobility, while Wireless Local Area Networks (WLANs) provide complementary “last meter” traffic aggregation. Wireless flexibility and anticipated performance improvements should make it the “technology of choice” for many applications.

Traditional Network Services – Higher speed legacy data-access networks such as T- carrier, Frame Relay and Optical Carrier systems are available nearly everywhere within the United States, however their price point has not been attractive to most residential consumers. 


Powerline – Recent developments in signal-processing technologies has led to resurgence in exploring the possibility of utilizing the existing electrical grid in the United States to transport broadband data. As is the case with existing Wireline service, the advantages of expanding the use of an installed medium to provide broadband could significantly reduce the high operational costs associated with labor and capital expenditures needed to deploy fixed facility infrastructure. Furthermore, the ubiquity of Powerline makes the potential to reach customers currently not served by cable or too far from the central office to receive DSL a possibly attractive alternative. 


This technology is still maturing and it is too early to tell what its success rate may be. Aside from the technological challenges of a harsh RF environment and scarcity of equipment providers and standards, there exist significant regulatory issues to be addressed. Furthermore the Powerline industry is not staffed to provide the necessary personnel to provision and operate such services nor are there existing business models available to predict the success of such a venture by a non-communications based facilities provider.

Distribution Availability

As previously mentioned, there are many factors that determine access availability within the United States. Other attempts have been made to characterize this availability as fitting within various categories, describing what options consumers have within a given geographical area. One of the better-known efforts is the document “Bringing Home the Bits” by the National Academy of Sciences, published in 2002.  Using the categories they developed, we have provided an updated assessment based on the current environment. 

· Type 0 - no terrestrial providers of broadband: This situation is becoming increasingly uncommon, and is isolated to the most remote and hard to reach areas.


· Type 1 - one terrestrial facilities-based provider in the area: This circumstance has diminished significantly as telephone companies and cable operators have expanded their broadband coverage.  The notion no longer exists that there are markets unable to support more than one provider.


· Type 2 - two terrestrial facilities-based providers: This is the most common situation today. The entrance of one provider in the market typically has encouraged other facilities providers to upgrade their networks and provide competitive services. However, due to certain limitations of the technologies, broadband may not be available to every household in a particular market.


· Type 3 – three or more providers via terrestrial or wireless: This is an increasingly common situation since generally there are two terrestrial providers available in most markets, satellite is available virtually everywhere, and a number of Wi-Fi based providers are launching services in otherwise underserved areas. New technologies such as Powerline show promise as well. 
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Concepts of Broadband
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Broadband technology should be viewed in terms of having sufficient bandwidth to provide satisfactory performance while accommodating customers, applications, and technological requirements.  We will examine each of these three areas in the context of underlying broadband concepts.


Customer Expectations


Customers expect broadband to be readily available in the areas where they reside with enough bandwidth capability to cover their desired applications.  In addition, customers also require the entire experience including PC, Modem, and Transport Network to be reliable.  


Availability pertains to the access choice of broadband, which may be available through different sources including wireline or wireless technologies.  Generally speaking, some portions of the country have more than one broadband supplier, particularly in more densely populated areas, whereas some rural areas may be limited to one supplier.  Two key components of availability need to be addressed:  accessibility and ease of use.
 Ease of use maintains that users should not be required to have any degree of technical skill to connect or operate on broadband systems.


Reliability in broadband systems asserts that customers count on the broadband network to have the ability to run with minimal error, supply adequate security, and protect their privacy.   Network performance is key to the customer experience and satisfaction when using broadband.  Performance of the underlying broadband network should not be noticeably visible to the user and should run seamlessly. 


Consumers need to be assured that personal information they provide a Service Provider is unable to be breached by another individual or business through the network despite a customer's own security measures.  However, Service Providers should encourage users to take steps to protect their systems from unauthorized access, as well.


Applications


Consumer demand for applications will drive the technological requirements for the broadband network to include elements such as speed, latency, and jitter.  Current applications include, but are not limited to, e-mail, web browsing, file sharing and limited audio and video streaming. More sophisticated applications that apply to home security, health care, home entertainment, advanced game systems, network security and financial management and other future applications will drive demand and necessitate the evolution of the broadband market to provide larger bandwidth.  Larger bandwidth will not only provide users with the ability to execute simultaneous sophisticated applications, 


it also provides a user greater satisfaction with current applications such as web browsing.  In addition, current practices such as telecommuting, which allows employees to work from remote locations such as their homes, to virtually attend meetings, and interact with co-workers, require broadband services to be successful and far-reaching.  These and other newer peer-to-peer applications are placing more demand on bandwidth for “real time” video and audio feeds.  


Technology


Wireline Technologies that are widely available today are DSL and Cable.  The majority of broadband users currently subscribe to one of these technologies.  


Wireline Technologies that are not yet widely available are Fiber to the Home (FTTH), and Powerline.  FTTH with full active elements provides users with high-performance service that will accommodate all available current applications plus future applications.   The general set back in this area is the unit cost of driving fiber from a POP (point of presence) to a residence.  Powerline transport as a broadband media is still in the experimental stage.  There are power companies currently running beta testing to assess the users experience.  Powerline communications will not be deployed until issues concerning interference and operating frequencies are resolved.
 


Wireless solutions include but are not limited to Fixed Wireless, Free Space Optics, Satellite, Cellular, and Nomadic (WiFi).  Fixed Wireless is a current alternative to DSL and Cable because of its widespread availability.  One present drawback is the extensive initial cost to the consumer.  Cellular service provides the user with the ability of portable broadband connection. Again, cost is currently a factor in the limited deployment.  Satellite broadband has been available for many years.  However, it too has significant cost, capacity and performance limitations.
  This technology is widely available, which makes it attractive compared to other technologies.


There are many technologies available that provide broadband connectivity.  However, many of these technologies have limitations with regard to bandwidth, availability, cost, and ease of use.  Recognizing that technology marches forward, the speeds in the table below demonstrates the different technologies available, at the time of this publication, for wireline and wireless broadband communications
.

Wireline


Type

Connection

Speed



 

 

 



xDSL

VDSL 
ADSL
SDSL

128 Kbps to ~50 Mbps Upstream and 512 Kbps to ~50 Mbps Downstream



 

 

 



Hybrid Fiber Coax

Cable Modem

128 Kbps to 10 Mbps Upstream and 1.5 to 10 Mbps downstream



 

 

 



Fiber

Fiber Modem/Network 
Interface Unit

1 Mbps to 2400 Mbps



 

 

 



Powerline

Modem

Up to 10 Mbps



Wireless


Type

Connection

Speed



 

 

 



Fixed Wireless

MMDS
LMDS
802.16

1 Mbps to 70 Mbps



 

 

 



Free Space Optics

Transceiver

Up to 1.25 Gbps



 

 

 



Satellite

Dish/Receiver

128 Kbps to 1.9 Mbps Upstream 1 Mbps to 36 Mbps Downstream (VSAT)



 

 

 



Cellular

GPRS
1XRTT
1XEVDO

50 Kbps to 2 Mbps



 

 

 



Nomadic (WiFi)

802.11

2 Mbps to 54 Mbps



Note:  These charts represent current technical characteristics.


In conclusion, currently there are many technologies available that deliver broadband to consumers today with varying speeds.  For broadband to become readily available in all areas of the country, service providers will require volumes driven by high demand for broadband services to justify commitment to future capital for development and build out.  This demand is dependent on application developers’ abilities to create products that will stimulate the consumer desire for broadband service at a competitive price.  Applications and consumer demand will provide incentive to service providers to expand broadband availability. Service Provider competition will stabilize costs and encourage future technology research and development to improve the broadband quality experience. As these facets evolve, broadband will reach its full potential.
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Introduction


One key area of possible concern identified by FG-4 is that of service transparency, and its importance to and affect on end-to-end applications.  Application content and service providers rely on the ability of broadband networks to connect end users to them.  End users expect to be able to use network applications, content, and services of their choosing over broadband connections.  


Sometimes connectivity between the end user and the application provider can be interrupted due to actions taken either by the broadband network provider or the end user. There are several reasons that connectivity may be interrupted.   For example: enhancing security, managing network traffic or controlling unsolicited commercial e-mail (a.k.a. spam) can all cause connectivity to be interrupted for some period of time.  In any event, even when there are valid reasons for interrupting network traffic by the service provider, the impact should be minimized as much as possible.


Background: Internet Protocols 


Network services on the Internet are provided via TCP or UDP protocols. The protocol that is used for carrying the packets from one point to another on the Internet is known as Internet Protocol (IP).  IP is responsible for moving a packet of data from node to node. IP forwards each packet based on a four-byte destination address (the IP address). 

Specific network applications and services are provided via the TCP or UDP protocols.  TCP provides a connection-oriented session between two network points whereas UDP is normally used for applications that are unidirectional.  The port specified in the TCP or UDP header distinguishes the different services on the network.  For example, a web page requested by an end user arrives at the address of the web server on port 80.  The web server listens on port 80 for requests to perform a service.  Other services use other ports, e.g., 25 for SMTP (email), 21 for FTP (file transfer), etc. These services can be provided on any node supporting a server and the server conducts transactions on well-known designated standard ports.  In this way, end users and service providers can make connections and use services through these ports, as they are well known services.


Background: Firewall


A network firewall is a special type of node on a network that acts as a gateway between two domains such as between the Internet and a corporate Local Area Network (LAN). The purpose of a firewall is both to carry packets back and forth between the two domains, and to restrict traffic going between the domains to contain only approved context.  For example, if the administrator of the firewall wished to restrict web traffic 


that was provided by a server on the corporate LAN, they could configure the firewall to do any of several things:                           


1. Prevent an external address from reaching the server.


2. Prevent an external address from reaching any other address on the corporate LAN, i.e., allow the web servers to respond to requests from the Internet but not allow any other corporate LAN node to receive such requests.


3. Perform load balancing by sending the incoming requests to specific web servers in a pool of web servers providing that service.


These examples show that a firewall can be used to restrict traffic based on criteria or to control the distribution of traffic based on standards.  


A service provider may decide to allow their customers to choose specific types of content protection in network traffic.  In this case the broadband service provider would use a firewall to prevent certain types of traffic from reaching the end user.  This would be an example of a value-added service that the service provider could offer, but in general, is not desired or needed by the end user community.


A service provider should, as a best practice previously recommended by NRIC, use a firewall to protect their back-office systems and corporate LAN from the Internet (and their end-users).  This allows the service provider to maintain integrity on their critical back-office systems. This use of a firewall does not restrict traffic directed towards the end user, it only restricts the end user interaction with the back-office systems from the point of outside initiated traffic.  This same firewall can also control access to the back-office systems to only those essential functions that must be exposed to the end user. The firewalls and network architecture can also be used to ensure that traffic that is destined to interact with the back-office systems does originate on a customer end point.


Network Address Translation (NAT) Impact On Service Transparency


Firewall devices, such as those built into wireless home networking routers, typically provide some sort of network address translation (NAT), which provides a single IP address to represent the entire network of computers behind the firewall environment.  Many application protocols are broken by NAT unless the NAT device is aware of that application and proactively 'fixes' the problems caused by the hidden addresses.  This is problematic because it means that the NAT device must be application-aware and that new applications cannot be easily added without the involvement of NAT makers and the individuals/organizations deploying them.  One suggestion to solve the address problem would be that networks move from IPV4 to IPV6, which would increase the availability of addresses to end-users. 


Port Masquerading


Unsophisticated firewall configurations based on simple port filtering are easily defeated by the practice of port masquerading, where the restricted application uses a different well-known port to get through a firewall.  For example, many users are granted the ability to send packets from any popular port address such as port 80.  The firewall responds on the assumption that the packets received are web requests and responses, therefore passing the rogue traffic through to the user. 


The practice of port masquerading to bypass firewall rules can lead to inefficiencies in traffic management and therefore negatively affect overall network performance. Since the variety of applications have different characteristics and network performance requirements with respect to latency, packet loss, and jitter, masquerading makes it difficult for a network operator to distinguish between applications and properly allocate network resources. 


Recommendations


Broadband Service Providers Should:


1.   Establish controls to administer network policy associated with blocking and filtering.


2.   Make meaningful information available to customers about blocking and filtering policies. This information should disclose both static and dynamic traffic filtering policies.


a) Static Policies are policies that seldom change.  Services and applications may depend on a consistent set of policies.


b) Dynamic Policies are policies that are adjusted as part of a dynamic need to maintain the “best” operations of the network.  Typically these policies are implemented as a response to an outside stimulus (virus, attack, etc).


3.   Make meaningful information available about expected performance with respect to upstream and downstream data rates and any limitations of the service (i.e., throughput caps, etc.)


a) Best effort, “up to”, or unspecified bit rate services should be identified as such in a clear manner.


b) Services having specified committed bit rates or other criteria should be handled by a SLA between the parties.
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Introduction

Service Providers and Enterprises design their networks and service capabilities to meet market requirements that include supporting user applications and addressing the Quality of Service (QoS) and bandwidth needs of their users.  Each user application has QoS and bandwidth needs that may differ from those of other user applications.  In addition, a user may have multiple applications running simultaneously transmitting and/or receiving information. 

Mechanisms have been standardized for packet technologies that address the above situation across a network jurisdictional boundary - e.g,  user-to-service provider or service provider-to-service provider.  In addition, techniques have been developed that account for the fact that a large number of users may be utilizing network resources at any instant in time.   Networks must therefore account for individual user needs and the interaction of multiple users vying for the available resources.

Managing traffic at the individual application level may not be amenable to the techniques discussed here. In times past, applications transported via TCP connections have been assigned a specific TCP port so that the traffic is easy to identify. When peer-to-peer clients use dynamic ports for TCP connections, they may be able to easily avoid simple blocking attempts, thus minimizing the effectiveness of port blocking at the application level.
   This report focuses on communications networks and the aggregate traffic at interfaces between networks as well as between users and networks. Thus traffic management at the application level is not discussed further here.

Quality of Service

Numerous packet protocol tools such as  IntServ ( Integrated Services),  RSVP (Resource Reservation Protocol),  and DiffServ (Differentiated Services) have been standardized and are available to facilitate meeting the  needs of user applications. These tools can be used on an individual user information flow to reserve specific amounts of bandwidth and support multiple Classes of Service (CoS) packet-level priorities that are associated with different performance requirements. 

In addition to the above end-to-end or path mechanisms, individual equipment may have buffer or processing features that can address specific situations such as outlined below.

Queuing and scheduling of traffic: 


WFQ, class-based weighted fair queuing (CB-WFQ), priority queuing, custom queuing



Congestion avoidance and loss probability: 

random early detection (RED) and weighted RED (WRED)

Congestion management:


weighted round robin (WRR), distributed weighted fair queuing (D-WFQ)2



Traffic Management

The significantly increased traffic flows possible with broadband access technologies offer customers the opportunities for greatly expanded application capabilities. By engineering and deploying sufficient capacity into their networks, enterprises and service providers can ensure that service needs are met. Packet-based technologies such as IP, ATM, Frame Relay and Multiprotocol Label Switching (MPLS), provide users with new applications, some of which have information flows that are not only high speed, but also variable rate for which the peak information rate is substantially above the average information rate or  “bursty”.   When deemed appropriate, enterprises and service providers can utilize traffic management capabilities within packet-based technologies to ensure that a single or small number of users with excessive information rates do not degrade the Quality of Service observed by others.   In this discussion, the term “enterprise” is used to describe commercial entities, colleges and universities, government installations, etcetera.

Two kinds of traffic management mechanisms exist: the rate-limiting feature of committed access rate (CAR) for policing traffic, and the traffic shaping feature. Service Providers or enterprises can deploy these features in their networks to ensure that a packet, or data source, adheres to a stipulated contract or bandwidth allocation.  It can also be utilized  to determine the QoS to render the packet. Both policing and shaping mechanisms use the traffic descriptor for a packet—(which is indicated by the packet's classification)—to ensure adherence and service. 

Policing and Shaping Overview

Policers and shapers usually identify traffic descriptor violations in an identical manner. They usually differ, however, in the way they respond to violations, for example:

· A policer typically drops traffic. (For example, CAR's rate-limiting policer will either drop the packet or rewrite its IP precedence, resetting the packet header's type of service bits.)



· A shaper typically delays excess traffic using a buffer, or queuing mechanism, to hold packets and shape the flow when the data rate of the source is higher than expected. 

Traffic shaping can be applied to the following services:









· Transparent LAN services —Enterprise customers can extend their Ethernet and Layer 3 LANs to all their employees at remote offices while providing the same level of access, services, and security. Traffic shaping can groom the traffic to fractional speeds of line rate. 


· Dedicated Internet access— Service providers can offer customers high-speed connectivity to the Internet. With traffic shaping, the service provider can better manage the Internet data, voice, and video traffic. 


· DSL aggregation— DSL permanent virtual circuits (PVCs) from the end routers and switches can be aggregated at a central office. Traffic shaping provides the bandwidth management to enable service providers to expand the DSL network infrastructure efficiently. 

· Virtual private networks (VPNs)—VPNs include services used to connect enterprise customers to their intranets (networks of corporate sites) and extranets (networks of partners, suppliers, and customers). Traffic shaping allows each VPN to be assigned a specific bandwidth based on priority and resource requirements



Recommendations on Traffic Policy:


The following recommendations related to traffic policy are offered to assist service providers and equipment suppliers in designing, building and deploying equipment and networks :






        -

Service providers should consider utilizing traffic management mechanisms and technology to ensure facilities are efficiently maintained, to identify customers who exceed contracted traffic volumes quickly, and to  ensure minimal impact on the delivery of high-quality service. 

· Equipment suppliers should incorporate traffic management technology into their equipment, where and as appropriate, to provide service providers with tools to competently operate facilities and to manage traffic flows from individual customers per contracts/SLA's to prevent degradation of quality of service experienced by other users.



· Service providers and equipment suppliers are encouraged to participate in the development of industry standards for traffic management that promote interoperability and assist in meeting end user quality of service needs.

· -

· Service providers should consider appropriate means for providing their customers with information about their traffic policies so that users can consider this in planning and utilizing their applications.








Example Mechanisms for Implementing Traffic Policies

The token bucket mechanism can be used to provide both policing with CAR and shaping.

What Is a Token Bucket?

A token bucket is a formal definition of a rate of transfer.  It has three components: a burst size, a mean rate, and a time interval (TC).  Although the mean rate is generally represented as bits per second, any two values may be derived from the third by the relation shown as follows:

Example definitions for these terms are:

Mean rate—Also called the Committed Information Rate (CIR), it specifies how much data can be sent or forwarded per unit time on average.

Burst size—Also called the Committed Burst (BC) size, it specifies in bits per burst how much can be sent within a given unit of time to not create scheduling concerns.


Time interval—Also called the measurement interval, it specifies the time quantum in seconds per burst.

By definition, over any integral multiple of the interval, the bit rate of the interface will not exceed the mean rate. The bit rate, may, however, be arbitrarily fast within the interval.

A token bucket is used to manage a device that regulates the data within the flow.  For example, the regulator in question might be a traffic policer, such as CAR, or a traffic shaper.   The token bucket itself has no discard or priority policy . Rather, a token bucket discards tokens and leaves the problem of managing its transmission queue to the flow if the flow overdrives the regulator. 

In the token bucket metaphor, tokens are put into the bucket at a certain rate.  The bucket itself has a specified capacity.  If the bucket fills to capacity, newly arriving tokens are discarded.  Each token is permission for the source to send a certain number of bits into the network.  To transmit a packet, the regulator must remove from the bucket a number of tokens equal in representation of the packet size.

If not enough tokens are in the bucket to send a packet, the packet either waits until the bucket has enough tokens or the packet is discarded.  If the bucket is already full of tokens, incoming tokens overflow and are not available to future packets.  Thus, at any time, the largest burst a source can send into the network is roughly proportional to the size of the bucket.





Note that the token bucket mechanism used for traffic shaping has both a token bucket and a data buffer, or queue; if it did not have a data buffer, it would be a policer.  For traffic shaping, packets that arrive that cannot be sent immediately are delayed in the data buffer.

For traffic shaping, a token bucket permits “burstiness” but bounds it.  It guarantees that the burstiness  is bound so that the flow will never send faster than the token bucket's capacity plus the time interval divided by the established rate at which tokens are placed in the bucket.  It also guarantees that the long-term transmission rate will not exceed the established rate at which tokens are placed in the bucket.

Policing with Committed Access Rate

CAR's rate-limiting feature manages a network's access bandwidth policy by ensuring that traffic falling within specified rate parameters is transmitted, while dropping packets that exceed the acceptable amount of traffic or transmitting them with a different priority.  CAR's exceed action is to drop packets.

The rate-limiting function of CAR does the following:

Allows the enterprise or service provider to control the maximum rate of traffic transmitted or received on an interface. 

Gives the enterprise or service provider the ability to define Layer 3 aggregate or granular incoming or outgoing (ingress or egress) bandwidth rate limits and to specify traffic handling policies when the traffic either conforms to or exceeds the specified rate limits.

Aggregate bandwidth rate limits match all of the packets on an interface or subinterface. 

CAR is often configured on interfaces at the edge of a network to limit traffic into or out of the network.

How It Works


CAR examines traffic received on an interface or a subset of that traffic selected by access list criteria.  It then compares the rate of the traffic to a configured token bucket and takes action based on the result.  For example:  CAR will drop the packet or rewrite the IP Precedence, resetting the type-of-service (ToS) bits. CAR can be set to transmit, drop, or set precedence.

CAR utilizes a token bucket measurement.  Tokens are inserted into the bucket at the committed rate. The depth of the bucket is the burst size.  Traffic arriving at the bucket when sufficient tokens are available is recognized as conforming and the corresponding number of tokens are removed from the bucket.  If sufficient tokens are not available, then the traffic is said to exceed.





Traffic Shaping

Traffic shaping allows you to control the traffic going out an interface in order to match its flow to the speed of the remote  target interface and to ensure that the traffic conforms to policies contracted for it. Thus, traffic adhering to a particular profile can be shaped to meet downstream requirements, thereby eliminating bottlenecks in topologies with data-rate mismatches.

Why Use Traffic Shaping?

The primary reasons for using traffic shaping are to control access to available bandwidth, to ensure that traffic conforms to the policies established for it, and to regulate the flow of traffic in order to avoid congestion that can occur when the transmitted traffic exceeds the access speed of its remote target interface. 

Traffic shaping prevents packet loss. Use of it is especially important in Frame Relay networks because the switch cannot determine which packets take precedence, and therefore which packets should be dropped when congestion occurs. Moreover, it is of critical importance for real-time traffic such as Voice over Frame Relay that latency be bounded, thereby bounding the amount of traffic and traffic loss in the data link network at any given time by keeping the data in the router that is making the guarantees. Retaining the data in the router allows the router to prioritize traffic according to the guarantees it is making. 

Traffic Shaping and Rate of Transfer


Traffic shaping limits the rate of transmission of data. You can limit the data transfer to one of the following:

A specific configured rate

A derived rate based on the level of congestion 

As mentioned, the rate of transfer depends on these three components that constitute the token bucket: burst size, mean rate, measurement (time) interval. The mean rate is equal to the burst size divided by the interval.

When traffic shaping is enabled, the bit rate of the interface will not exceed the mean rate over any integral multiple of the interval.  In other words, during every interval, a maximum of burst size can be transmitted. Within the interval, however, the bit rate may be faster than the mean rate at any given time.

One additional variable applies to traffic shaping: BE size. The Excess Burst size corresponds to the number of uncommitted bits—those outside the CIR—that are still accepted but marked as discard eligible.

In other words, the BE size allows more than the burst size to be sent during a time interval in certain situations.  The Frame Relay switch will allow the packets belonging to 





the Excess Burst to go through but it will mark them by setting the Discard Eligible (DE) bit.  Whether the packets are sent depends on how the switch is configured.

When the BE size equals 0, the interface sends no more than the burst size every interval, achieving an average rate no higher than the mean rate.  However, when the BE size is greater than 0, the interface can send as many as BC+BE bits in a burst, if in a previous time period the maximum amount was not transmitted.  Whenever less than the burst size is transmitted during an interval, the remaining number of bits, up to the Excess Burst size, can be used to transmit more than the burst size in a later interval.

Discard Eligible Bit

You can specify which Frame Relay packets have low priority or low time sensitivity and will be the first to be dropped when switch is congested. The mechanism that allows Frame Relay switch to identify such packets is the DE bit. 

You can define DE lists that identify the characteristics of packets to be eligible for discarding, and you can also specify DE groups to identify the data-link connection identifier (DLCI) that is affected.

You can specify DE lists based on the protocol or the interface, and on characteristics such as fragmentation of the packet, a specific TCP or User Datagram Protocol (UDP) port, an access list number, or a packet size. 

Traffic Shaping and Queuing

Traffic shaping smooths traffic by storing traffic above the configured rate in a queue.

When a packet arrives at the interface for transmission, the following happens:

If the queue is empty, the arriving packet is processed by the traffic shaper.

If possible, the traffic shaper sends the packet. 

Otherwise, the packet is placed in the queue.

If the queue is not empty, the packet is placed in the queue.

When there are packets in the queue, the traffic shaper removes the number of packets it can transmit from the queue every time interval.

In addition to the above concepts which were originally developed in the 1990s for ATM and Frame Relay, the IETF completed two RFCs in 1999 that can be used as a component in a DiffServ traffic conditioner:


RFC 2697 - "A Single Rate Three Color Marker", and 


RFC 2698 - "A Two Rate Three Color Marker" 





In these RFCs, IP packets are marked as "green", "yellow" or "red" based on the packet traffic characteristics and one or more information rates, e.g. peak and committed. Traffic management could be possible then based on processing packets based on their marking.


Currently the Metro Ethernet Forum (MEF) is considering multiple proposals that seek to address issues related to RFC 2697 and RFC 2698 for potential application to Metro Ethernet technology. 



� Given the pace of P2P software development, no single P2P detection technique may be able to effectively control file-sharing traffic at the application level over the long term. Some companies have proposed that an umbrella technology that codes each P2P protocol separately on a single platform is required to deliver maximum, consistent traffic identification free from false positives at the application level. 
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2Additional  information on the above is available in June 2003 IEEE Communications magazine articles “An Architectural Framework for Quality of Service in Packet Networks” and “ITU QoS Standards for IP-based Networks” as well as the IETF RFCs and, ITU-T Recommendations described in these articles.
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