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1.0  Executive Summary

The Network Reliability Steering Committee (NRSC), under the auspices of the Alliance for Telecommunications Industry Solutions (ATIS), was formed to monitor network reliability utilizing major outage reports filed with the Federal Communications Commission (FCC) per Docket 91-273.  The Committee's mission is to analyze network outage data reported by companies, identify trends, make recommendations aimed at improving network reliability, and make the results publicly available, in order to help ensure a continued high level of network reliability
. 


Beginning with its first quarter 2001 analysis, the NRSC has made two significant changes in its reporting.  The first is that the baseline for comparison has been changed to better reflect the impact of technological changes that have occurred during the past ten years and to preserve the impact of the outages that have occurred during that period.  Beginning with the first quarter of 2001, the Baseline Period covered the years 1993-2000.  Starting with the first quarter of 2003, the Baseline Period will cover the years 1993-2002.  The second change is that the “annual” reporting period used by the NRSC has been changed from “mid-year to mid-year” to a calendar year basis.  The reader is urged to take these changes into consideration when making direct comparisons to prior reports.


Considering only data for the second quarter of 2003 (“2Q03”), both the total number of reported outages and the impact of these outages, as measured by the Committee T1-developed outage index
 (see Figures 2-1 and 2-2), were within the Baseline Period (1993-2002) control limits.  In addition, the number of reported outages in all failure categories fell within or below the “Green” region of the corresponding control chart (sees Figures 2-3 to 2-8).  (Note: “Green” is below the upper 95% tolerance limits, “Yellow” is between the upper 95% and 99% tolerance limits, and “Red” is above the upper 99% tolerance limit.) 


Analysis of the outages for 2Q03 indicates:

· Total outages (18) were at the lowest level of any quarter and significantly lower than its Baseline Level. Total outages were lower than in any four consecutive quarters since the start of the Baseline Period (94).

· Facility outages (7) were significantly lower than their Baseline Level.  Facility outages were at the lowest level of any four consecutive quarters since the start of the Baseline Period (36).

· CO Power outages (8) were the lowest of any four consecutive quarters since 2Q96 to 1Q97.

· The aggregated outage index was at the lowest level (1084) of any four consecutive quarters since the start of the Baseline Period.

· Procedural Error as the root cause of outages (5) was at the lowest level of any quarter and significantly lower than its Baseline Level.  Procedural Error outages were lower than in any four consecutive quarters since the start of the Baseline Period (35).


Based upon analysis of all outages reported from 1Q93 through 2Q03, the NRSC notes that:

· There is a statistically significant decreasing trend in total outages since 2000.

· There is a statistically significant decreasing trend in the frequency of Facility outages since 1995 and in the aggregated outage index since the start of the Baseline Period.

· There is a statistically significant decreasing trend in Local Switch outages since 1997 and in the aggregated outage index since the start of the Baseline Period.

· There is a statistically significant decreasing trend in the frequency of CO Power outages over the last two years. 

· There is a statistically significant increasing trend in CCS outages over the last seven years and in the aggregated outage index since 1994.

· The outage index for DCS outages is significantly higher from 1997-2002 as compared to 1993-1996.

· Procedural Error as the root cause of outages has exhibited a statistically significant decline in frequency since 1997.

2.0 Quarterly Macro-Analysis

There were 20 initial outage reports filed with the FCC in 2Q03 pursuant to the requirements established in FCC Docket 91-273.  In two instances, outage reports were received from two carriers for the same outage; these reports were combined for analysis purposes.  Taking into consideration the above, the total number of outages analyzed for 2Q03 is 18. 

2.1 Summary Statistics

The Baseline Period for this analysis is 1/1/93 to 12/31/02 and was established to benchmark network reliability.  Summary statistics for the years 1993 through 2002, and the first two quarters of 2003 are shown in Table 1.  For 2Q03, the Mean Time Between Outages (5.06 days) was longer than the ten-year average (2.24 days) or the average in any individual year.  The Median Duration of Outages (3.78 hours vs. 2.94 hours), the Median Outage Index (12.95 vs. 3.98) and the Mean Outage Index (16.18 vs. 9.69) were all greater than their corresponding ten-year average or their average in any individual year.  However, while comparison of quarterly results with the yearly averages may be of interest, it must be noted that quarterly data is much more variable and subject to greater fluctuation than annual data and as such, significant direct comparisons are not easily made. 
Table 2 summarizes the 2Q03 outage frequency and outage index by failure category and compares these to their associated quarterly average.

Table 2: Failure Category Summary (2Q03)

	
	Frequency
	Outage Index

	Failure Category:
	2Q03
	Quarterly Average
	2Q03
	Quarterly Average

	     Local Switch
	1
	5.7
	10
	36

	     Tandem Switch
	2
	4.6
	31
	57

	     Facility
	7
	16.3
	147
	163

	     CO Power
	3
	4.3
	44
	36

	     CCS
	4
	4.4
	56
	31

	     DCS
	1
	1.7
	3
	15

	     Other
	0
	1.6
	0
	39

	Total:
	18
	38.6
	291
	377


Table 1: Summary Statistics

	
Year
	Total number of outages
	
Mean time between outages
	
Median duration of outages
	
Median outage index
	
Mean outage index

	1993
	157
	2.32 days
	2.58 hours
	3.33
	10.07

	1994
	160
	2.28 days
	2.50 hours
	3.33
	10.33

	1995
	169
	2.16 days
	3.72 hours
	4.84
	9.64

	1996
	174
	2.10 days
	2.93 hours
	3.16
	7.64

	1997
	185
	1.97 days
	3.38 hours
	3.72
	8.69

	1998
	181
	2.02 days
	2.98 hours
	4.02
	10.93

	1999
	176
	2.07 days
	2.62 hours
	4.00
	7.59

	2000
	184
	1.99 days
	2.23 hours
	3.90
	8.51

	2001 
	154
	2.37 days
	3.06 hours
	4.99
	12.38

	2002
	117
	3.12 days
	3.42 hours
	4.55
	11.09

	10-year Average
	166
	2.24 days
	2.94 hours
	3.98
	9.69

	Current Quarter (4/1/03 - 6/30/03)
	18


	5.06 days 


	3.78 hours 
	12.95 
	16.18 


2.2 Total Incidents

Figure 2-1 depicts total incidents by quarter for the Baseline Period and the first two quarters of 2003.  Total incident frequency has exhibited a statistically significant decreasing trend since 2000.  The number of outages in 2Q03 (18) is below the Baseline Level of 41.4, a statistically significant difference.  It is also below the second quarter average of 38.6, and is the lowest number of outages in any quarter since the start of the Baseline Period.  By comparison, the first quarter average is 37.4, the third quarter 47.4, and the fourth quarter 38.5.  The number of outages over the last four consecutive quarters (94) is the lowest since the NRSC began its monitoring in 1993.

2.3 Outage Index


Figure 2-2 depicts the aggregated quarterly outage indexes for the Baseline Period and the first two quarters of 2003.  The outage index for this quarter (291) is below the Baseline Period mean (397) and the average second quarter aggregated outage index (377).  By comparison, the average aggregated outage index in the first quarter is 368, the third quarter 411, and the fourth quarter 398.  The aggregated outage index over the last four consecutive quarters (1094) is the lowest since the NRSC began its monitoring in 1993.  The aggregated outage index does not have a statistically significant trend.
Figure 2-1

FCC Reportable Service Outages 
(by number of events)
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Figure 2-2

FCC Reportable Service Outages 
(by outage index) 
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2.4 Failure Category


For 2Q03, all failure categories are within the “Green” control region.  The sources of disruptions during this report period were Facility (39%), CCS (22%), CO Power (16%), Tandem Switch (11%), DCS (6%), and Local Switch (6%).

2.5 Facility Outages


The frequency of Facility outages was in the “Green” region in 2Q03 (see Figure 2-3).  The number of Facility outages in 2Q03 (7) is below the Baseline Level of 18.1 (a statistically significant difference) and the second quarter average of 16.3.  The frequency of Facility outages over the last four consecutive quarters (36) is the lowest since the NRSC began its monitoring in 1993.  The frequency of Facility outages demonstrates a statistically significant decreasing trend since 1995.  The aggregated outage index for Facility outages in 2Q03 was 147.  Since the beginning of the Baseline Period there has been a statistically significant decreasing trend in the outage index attributable to Facility outages. 
Figure 2-3
Incidents by Failure Category 
(Facility)
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2.6 Local Switch Outages


There was one (1) Local Switch outage reported in 2Q03 (see Figure 2-4).  This is below the Baseline Period mean of 6.2 (a statistically significant difference) and the second quarter average of 5.6. Local Switch outages exhibit a statistically significant decreasing trend in frequency since 1997.  The aggregated outage index for Local Switch in 2Q03 was 10.  Local Switch outages exhibit a statistically significant decreasing trend in outage index since the start of the Baseline Period.

Figure 2-4

Incidents by Failure Category 
(Local Switch)
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2.7 Tandem Switch Outages


The number of Tandem Switch outages (2) reported in 2Q03 is below the mean (4.58) for the Baseline Period and the second quarter average of 4.6 (see Figure 2-5).  Tandem Switch outages exhibit no overall trend since the start of the Baseline Period.  The aggregated outage index for Tandem Switch outages in 2Q03 was 31.  Tandem Switch aggregated outage index has no statistically significant overall trend. 

Figure 2-5
Incidents by Failure Category

(Tandem Switch) 
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2.8 CO Power Outages

There were three (3) CO Power outage reported in 2Q03.  This is below the Baseline Level of 3.95 and the second quarter average of 4.3 (see Figure 2-6).  CO Power outage frequency during the second and third quarters of the year is significantly higher than in the first and fourth quarters of the year.  There is a statistically significant decreasing trend in the frequency of CO Power outages over the last two years.  The number of CO Power outages over the last four consecutive quarters (8) is the same a 1Q03; both quarters were the lowest since the period from 2Q96 to 1Q97.  The aggregated outage index for CO Power outages in 2Q03 was 44.  The outage index associated with CO Power outages has no statistically significant overall trend. 




Figure 2-6

Incidents by Failure Category 
(CO Power) 
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2.9 Common Channel Signaling Outages


CCS outage frequency (4) in 2Q03 is below the Baseline Period mean of 5.6 and the second quarter average of 4.5 (see Figure 2-7).  CCS outage frequency has a statistically significant increasing trend over the last seven years.  2Q03 is only the second quarter since 3Q00 below the Baseline level.  In addition to the CCS outages reported in 2Q03, one other outage impacted signaling capability. The aggregated outage index for CCS outages in 2Q03 was 56.  CCS aggregated outage index has a statistically significant increasing trend since 1994. 
Figure 2-7
Incidents by Failure Category

(Common Channel Signaling)
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2.10 Digital Cross-Connect System Outages


There was one (1) DCS outage reported in 2Q03 (see Figure 2-8), below the Baseline Period average of 1.6 and the second quarter average of 1.7.  DCS outages historically have been a small fraction of outages (3.9% over all quarters).  DCS outages have no significant overall trend in frequency.  The aggregated outage index for DCS outages in 2Q03 was 3.  The aggregated outage index for DCS outages has been significantly higher from 1997-2002 (95 per year) as compared to 1993-1996 (29 per year).  
Figure 2-8

Incidents by Failure Category

(Digital Cross-Connect Systems)
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2.11 Other Results


There were no outages categorized as “Other” in 2Q03.

3.0 Procedural Errors


In addition to categorizing outages by Failure Category and Subcategory, the ATIS/NRSC also categorizes each outage according to its root cause.  Among these root causes are Procedural Errors attributable to Service Providers, System Vendors, and Other Vendors.


Figure 3-1 is a quarterly control chart for Procedural Error outage frequency with control limits derived from Baseline Period data.  The 1Q03, Procedural Error outage frequency (5) was below the Baseline Period mean of 16.5 (a statistically significant difference) and the second quarter average of 14.8. It had the lowest frequency of any quarter since the start of the Baseline Period.  The frequency of Procedural Error outages over the last four consecutive quarters (35) is the lowest since the NRSC began monitoring in 1993.  The frequency of Procedural Error outages has demonstrated a statistically significant decline since 1997.


Figure 3-2 is a quarterly control chart for Procedural Error aggregated outage index.  The Procedural Error outage index for 2Q03 (75) is below the Baseline Period mean of 141 and the second quarter average of 152.  Procedural Error aggregated outage index displays no statistically significant trend.





Figure 3-1
Procedural Error Attributed Outages

(by number of events)
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Figure 3-2
Procedural Error Attributed Outages

(by outage index)
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4.0 Further Observations



In addition to the data on outage frequency and outage impact provided above, the NRSC also makes the following observations as regards outages during the first quarter of 2003:

· During 2Q03, in 7 (39%) of the 18 outages analyzed the end-user customer retained dial tone yet lost access to E911 for a portion or the entire duration of the outage.
· Since the third quarter of 2000, the NRSC has been noting those outages where timing failure was a factor in the outage.  There were no such outages this quarter.  Nonetheless, the NRSC recommends that the March 6, 2002 report of its Timing Outages Task Group be reviewed, and the recommendations contained therein be implemented where applicable.

5.0 Conclusion

While the first two quarters of 2003 have been among the best since the NRSC began its monitoring of outages, concern remains over the increasing trends in frequency and Outage Index for Common Channel Signaling (CCS) outages.  The NRSC notes that it has conducted several investigations in the past and in all cases it was determined that most, if not all, of these outages could have been prevented or their impact mitigated had previously identified Best Practices been followed.  There also continues to be a number of outages each quarter where customers lose access to E911 service while retaining dial tone. While this quarter’s rate is not abnormal, the NRSC will continue to monitor these events in light of the unique nature of this service.

As such, THE NRSC ONCE AGAIN URGES ALL SERVICE PROVIDERS AND EQUIPMENT VENDORS TO REVIEW ALL BEST PRACTICES FOR APPLICATION IN THEIR OPERATIONS.

The most current and complete list of Best Practices may be found at www.nric.org.
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� Addendum A (last revised February 1998) to this report contains additional background on the Network Reliability Council (NRC), outage reporting per FCC Docket 91-273, and the analysis methodology.  Addendum A may be found on the NRSC web site at www.atis.org.





� This is a measure of the customer impact based on the number of customers affected, outage duration, and services affected.  See Committee T1 Report No. 42, “A Technical Report on Enhanced Analysis of FCC-Reportable Service Outage Data,” August,1995.





�  The NRSC defines “Facility” outages as those involving all wiring/cable, associated electronics and hardware (excluding DCSs) and any related work activities associated with these items, from the switch itself to the main frame and from there to and including all outside plant.  Some specific examples include but are not limited to: aerial, underground and submarine cable, radio facilities, repeaters, multiplexers, demultiplexers, regenerators, timing source interface unit, “bits” interface card, and voltage control oscillator fuses.
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