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Overview

This document provides general information and guidance on NRIC Focus Group 1B (Cybersecurity) Best Practices for the prevention of cyberattack and for restoration following a cyberattack, as well as proposed work for NRIC and industry to address specific problems and issues that affect NRIC members and associated industry companies in the area of cybersecurity.

This specific document should not be construed as a final report or completed work item as it is provided to explain the Best Practices methodology and provide some information on additional issues. The BPs are deliverables to NRIC, which are complete for the first version as of this writing. Cybersecurity is an evolving and rapidly changing area of industry focus due to the rapid changes in technology, threats and vulnerabilities. As such, this document is a starting place for practices and proposals to strengthen cybersecurity for the telecommunications sector. 

Brief History, Charter and Mission Statements of FG1B
Homeland Defense Focus Group 1B (FG1B) was chartered by the National Reliability and Interoperability Council (NRIC) in March, 2002, with the following charter statement:

1. Homeland Security

(A) Prevention.  The Committee will assess vulnerabilities in the public telecommunications networks and the Internet and determine how best to address those vulnerabilities to prevent disruptions that would otherwise result from terrorist activities, natural disasters, or similar types of occurrences.
(1) In this regard, the Committee will conduct a survey of current practices by wireless, wire line, satellite, and cable telecommunications services providers and Internet service providers that address the Homeland Defense concerns articulated above.  



(2) By December 31, 2002 the Committee will issue a report identifying areas for attention and describing best practices, with checklists, that should be followed to prevent disruptions of public telecommunications services and the Internet from terrorist activities, natural disasters, or similar types of occurrences.

(B)  Restoration.   The Committee will report on current disaster recovery mechanisms, techniques, and best practices and develop any additional best practices, mechanisms, and techniques that are necessary, or desirable, to more effectively restore telecommunications services and Internet services disruptions arising from terrorist activities, natural disasters, or similar types of occurrences.  



(1) The Committee will report on the viability of any past or present mutual aid agreements and develop, and report on, any additional perspectives that may be appropriate to facilitate effective telecommunications services restorations.  The Committee will issue this report within six (6) months after its first meeting.



(2) The Committee will issue a report containing best practices recommendations, and recommended mechanisms and techniques (including checklists), for disaster recovery and service restoration.  The Committee will issue this report within twelve (12) months of its first meeting.



(3) The Committee will prepare and institute mechanisms for maintaining and distributing contact information for telecommunications industry personnel who are, or may be, essential to effective telecommunications service and Internet restoration efforts within six (6) months of the first meeting of the Committee.

In addition to the charter for NRIC to produce Cybersecurity best practices (BPs), the following mission statement was provided to NRIC FG1B as guidance for work to be completed:
Cyber Security Focus Group

In the months since September 11th, we have fortunately been spared the effects of an attack on our Nation’s information infrastructure.  Such an attack cannot be ruled out, and there is ample anecdotal evidence of vulnerability in this segment.  Computers are at the heart of our communications infrastructure, controlling network signaling and operations.   The Cyber Security Focus Group will address mitigation and service restoration issues that arise in connection with cyber attacks.  Cyber attacks are unauthorized intrusions into the information systems that control and operate commercial communications networks with the intent to disrupt or impair the services they provide.  The Cyber Security Focus Group should consider all forms of information systems in the communications industry, keeping in mind that these computer-based systems permeate the infrastructure and ancillary operational control of circuit-switched and packet-switched networks. 

As required by the NRIC VI charter, the Cyber Security Focus Group will produce the following deliverables:

· Survey of Current Practices

The Cyber Security Focus Group will conduct a survey of wireless, wire line, satellite, and cable providers of voice, video and data communications services.  This survey will determine current practices in the areas of cyber prevention and cyber restoration.  Cyber prevention practices are those intended to prevent unauthorized intrusions and the service disruptions caused by related cyber attacks. Cyber restoration practices are those intended to more effectively restore communications services in the aftermath of a cyber attack.  The purpose of the survey is to build a common body of knowledge among Focus Group members on the current approaches to cyber prevention and restoration.

The Cyber Security Focus Group will produce a report on the survey of cyber prevention practices within three (3) months of the first NRIC VI meeting.

The Cyber Security Focus Group will produce a report on the survey of cyber restoration practices within six (6) months of the first NRIC VI meeting.

· Creation of New Practices

Even the most prescient among us would be unlikely to anticipate the attack on our homeland that occurred in September.  It is expected that the collection of current industry practices may have areas for improvement.  Furthermore, given NRIC’s past focus on physical network reliability and interoperability in the absence of an external threat, the current compendium of NRIC best practices is unlikely to provide complete solutions for cybersecurity.

The Cyber Security Focus Group will analyze the set of current best practices collected in the survey of current practices described above to reveal the need for enhancements and additions.  Based on this analysis, the Cyber Security Focus Group will produce two reports:

The first report will recommend revisions or supplements to the current set of NRIC best practices to address the area of cyber prevention.  This new set of NRIC best practices should represent the best view of the Cyber Security Focus Group on measures needed to prevent unauthorized intrusions and service disruptions caused by related cyber attacks.  The report will also provide checklists of cyber prevention best practices to facilitate their comprehensive application.  Finally, the report will identify areas for attention in the area of cyber prevention that were not captured in the form of new NRIC best practices.  This report will be delivered on December 31, 2002.

The second report will recommend revisions or supplements to the current set of NRIC best practices to address the area of cyber restoration.  This new set of NRIC best practices should represent the best view of the Cyber Security Focus Group on measures needed to restore service in the aftermath of a cyber attacks.  The report will also provide checklists of cyber restoration best practices to facilitate their comprehensive application.  Finally, the report will identify areas for attention in the area of cyber prevention that were not captured in the form of new NRIC best practices.  This report will be delivered twelve (12) months after the first NRIC VI meeting.

In discussions with the NRIC secretariat and the FCC, FG1B pointed out that performing a survey so soon after release of the BPs would not allow member companies to properly conduct a survey and provide meaningful feedback on implementations of BPs for cybersecurity. It was suggested to NRIC secretariat and the FCC that in the remainder of 2003, FG1B team members will engage, actively, in the evangelism of the BPs to their respective companies and the industry to foster proper understanding and implementation of the BPs. In 2004, it is recommended that the proposed survey for cybersecurity BP and implementation be done so as to allow member companies enough time to make a serious attempt to get the BPs working in member companies’ infrastructure. 

NRIC FG1B delivered its report on cybersecurity BPs for prevention to NRIC on December 6, 2002. Restoration best practices and this document were delivered on March 14, 2003. Both BP document deliverables were accomplished on time and within the charter of the FG1B work areas. 
As a historical note, NRIC had not previously focused on cybersecurity-specific BPs, and there were limited previous materials from other NRIC chartered teams to start with by the FG1B team. In the year of work in developing new and original BPs, the team generated an original BP list of over 700 BPs which were consolidated and reduced to the 151 BPs delivered in March, 2003. 

Membership of FG1B consisted of NRIC telecommunications membership personnel who were selected and proposed by their member companies to the Chair of FG1B. All personnel were required to submit cybersecurity credentials and experience to ensure that personnel assigned by their companies were properly qualified to complete the work. Following assignments by member companies and as BPs were being generated, specific subject matter experts (SMEs) were added by the Chair to ensure proper coverage of BPs for closely aligned vertical markets and for specific technical areas such as wireless connectivity as well as experts from U.S. Government personnel from the Department of Commerce, Department of Defense, Department of Justice, National Communications System, Federal Reserve Board and other U.S. Government agencies. The resulting team was made up of true industry experts in cybersecurity matters and technology as well as subject matter experts and market vertical experts (such as financial sector, water/power, petrochemical, legal, aviation/aerospace, transport, etc.) in cyberspace security issues, concepts and technologies in their area of expertise. In this manner, true cross-industry expertise was brought to bear in the creation of BPs for cybersecurity.

Team members were divided into working teams which focused on specific aspects of cybersecurity issues as applied to areas of the telecommunications infrastructure (signaling/transport, architecture/fundamentals, OAM&P, AAA, services, users/personnel, incident handling/response). Work on BPs was accomplished via face-to-face meetings and conference calls, often averaging well over 400 man-hours per week for the year whilst BPs were being generated. Technologies such as Internet-based videoconferencing, teleconferencing, Internet-based workgroup collaboration tools, modeling tools and a variety of test and deployment environments were used in the development of the BPs. 
Not content to use only their own expertise, team members reached out to a very wide variety of organizations to request and incorporate BPs already generated by credible groups and organizations. The base technique used by FG1B was “gap filling” to create BPs where none existed and use the best from the technical industry where BPs had previously been created. Those BPs used from other sources are notated in the reference areas of the BPs generated by FG1B. In this manner, BPs generated by FG1B truly represent the BEST practices in the industry, generated by the most knowledgeable personnel in the industry. While the focus of FG1B was for BPs for the telecommunications and Internet Service provider areas, the bulk of the BPs generated also have direct effect on most enterprise companies for a wide variety of vertical markets and other unique  network environments (such as SCADA networks). 
Best Practices were generated with actual implementation in mind. The teams did not generate any BPs that are theoretical or hypothetical. All BPs generated have been actually implemented by one or more of the team members as part of their work environments. Emphasis was placed on the application of BPs to real networks and infrastructure and not for hypothetical situations. 

For those areas where BPs could not be generated due to a lack of technology, expertise or infrastructure, the teams have generated industry proposals. Those proposals are included later in this document. 

General FG1B Team Observations on Current Security State of Telecommunications Infrastructure

Current networks and associated systems which comprise the national infrastructure in the United States (and the world) are complex and becoming more complex by the hour. While this is not a cosmic revelation, the problem of securing a complex infrastructure that was never built with any planned security considerations forces implementation of extremely complex security methods to produce even base-level security protection for connected networks, systems and applications.
In many cases, proper infrastructure security will not be achieved with the existing network infrastructure due to original design precepts of all connected entities being trusted. The solution will be a long-term redesign and redeployment of infrastructure with security architecture as part of the basic design precepts. Many protocols, hardware, software and other associated components do not have any method of properly being secured against current threats (much less future ones) and provide a great number of inherent security vulnerabilities that cannot be solved with existing security solutions. This means that even after application of the BPs recommended by FG1B for cybersecurity issues, the infrastructures will remain at risk to cyberattacks for which BPs cannot stop due to protocol architecture or other issues that cannot be solved by BPs. 

FG1B realizes that the complexity of security is due to current network and system conditions.   Because network infrastructures grew up in a collaborative non-hostile environment, they were built upon assumed trusts which were conducive to sharing with minimum security - if any.  FG1B does want to state, however, that proper long-term security of connected components will not be achieved without substantial planning and investment for an architectural evolution of the national infrastructure to include security as a base precept in the design and construction of network environments.  While there is no short term answer, research and development coupled with proper funding and effort is needed to solve security problems in the infrastructures, long-term. This will be achieved as an evolutionary path over time, incorporating new solutions and security methods to achieve proper security base levels needed to protect the data flowing over the infrastructures. NRIC may want to consider a separate, future work item to investigate and explore the issues of creating a secure network infrastructure to get an idea of the issues and levels of effort involved to accomplish same.
One area of concern to FG1B is the inevitable convergence of communications technologies, networks and infrastructure. For example, if a non-secure infrastructure is connected to a secure infrastructure, the result is a weakened secure infrastructure, not an increased secure infrastructure for the non-secure side. Security is as strong as its weakest link. In the case of converged networks (video, audio, data), the interconnectivity of networks with security architectural deficiencies will allow those security-weak networks to affect the converged network. This means that converged networks may have serious security problems from the inception, left over from previous security issues that were not dealt with or solved. Worse, converged networks with improper security controls allow improper access to a wider range of network resources than today’s isolated networks. An example is classic analog voice networks. These networks have unique protocols and connection methods which are typically expensive and difficult to connect to without specialized equipment, protocols and access. With Voice over IP (VoIP), however, the ability to use any TCP/IP network with enough speed means that voice traffic can converge with data traffic over a singular network. It also means that the previously isolated voice traffic is now on a more available network with its own set of security problems that can now effect, negatively, the voice traffic used by the vendor, supplier or customer. With this simple example of convergence, it can be seen that while the resulting network may save on transport costs, the security implications become rather serious for the voice side of the deployment where they were previously not as serious a matter due to the difficulty in connectivity of voice methods in an analog connection methodology. 

FG1B believes that the BPs generated are a step in the proper direction of moving to a more secure infrastructure. Recent events have shed light on long standing security problems. Investment in security has thus far not been given sufficient priority to solve all the security needs/requirements for this day and age. Best practices implementations will help a great deal in solving a lot of the security issues in the existing infrastructures. A long-term effort needs to be established to effectively solve security problems with the infrastructures that cannot be solved today due to lack of base security capabilities in the infrastructures or lack of appropriate technologies to solve security problems that exist in the infrastructures today. 
In the development of the BPs, the following serves as guidance from FG1B to the reader:

· Current list of best practices (BPs) are constrained by what can be implemented, not by theoretical or hypothetical potential solutions
· Recommended BPs are considered implementable due to expert experience from the team

· Not all BPs are appropriate for all service providers or architectural implementations

· The BPs are not intended for mandatory regulatory efforts
· There will continue to exist security conditions that will require development of technologies and techniques that are not currently practical or available to solve the security issues they create
· Cybersecurity is a moving target that will require continual refinement, additions and improvement.
General Drivers of BPs
The BPs, as delivered, are best implemented under the following general driving  principles:
1. Defense-in-Depth (layered defense). Singular, point-based security solutions can be breached or circumvented. Proper cybersecurity means that multiple layers of defense need to be implemented to safeguard assets. In this manner, if a particular layer is breached or circumvented, the next security layer will catch the breach and provide adequate security to protect the asset or will delay asset compromise until security teams can properly address the problem presented by the breach or bypass. An example might be to disable TELNET (virtual terminal) access through a router to a web site (this can be done through the implementation of Access Control Lists (ACLs) or packet port filters in an IP-based router). Additionally, proper security would include a firewall in front of the web site where TELNET would similarly be disabled and also have an operator notification alarm implemented in case of attempted access. If, later the network management team or security team were presented with a TELNET attempted access alarm from the firewall, they would quickly deduce that the router was somehow either breached or bypassed and an attacker attempted to go through the firewall which, as a layered defense mechanism, denied access to the assets. This allows for continual protection of the assets on the network and a rapid response to security events when they occur. Furthermore, layered defenses can be implemented with existing infrastructure components and do not always require multiple, specialized security technology layers. 
2. Minimization of exposure. A great many breaches happen because technologies that are not needed are left connected or remain otherwise accessible to external attackers. Minimization of exposure (capability minimization) is a widely known security concept where items that are not needed are disabled and technologies that are not required are removed. Another popular statement for this type of concept of least privilege, “deny all except what which is needed” from accessing network infrastructure. Exposure is minimized by “turning off” technologies, applications, etc., which is not needed to fulfill the company’s mission or deliverables. For instance, sites with Internet connectivity would disable all access “ports” (applications) which are not used so that those “ports” could not be used by attackers to gain access to the infrastructure. Companies who fared well in the January 25, 2003, “Slammer” worm attack did so because they denied access to UDP ports 1433 and 1434 as part of their implementation best practices in network router, firewall and switch configurations. When the worm hit the infrastructure, it could not propagate through these ports because the principle of least privilege was in effect, effectively stopping the worm in its tracks. By disabling technology access where it is not needed, many access opportunities into the infrastructure are effectively disabled, in turn reducing opportunity for further attacks. 
3. Partitioning and isolation. If complete access to all devices on a network is available to virtually any entity, the whole network can be disabled if the infrastructure is attacked in even simplistic ways.  Traditional belief of only securing endpoints and the application has been proven by recent experiences not to work.  Isolating critical components and partitioning the network infrastructure into smaller, protected areas, the opportunity to critically affect an entire network is dramatically reduced and network reliability is increased. This also helps isolate cyberattacks in progress (by restricting cyberattacks to known, bounded network locations that can be protected effectively while the cyberattack on another section of the infrastructure is being dealt with.)  An example might be to isolate network management out-of-band networks from general production or general access networks and further restrict access to the out-of-band network. In this manner, if one of the production networks is attacked, the out-of-band management network allows critical access to network technologies and the opportunity to assist in the management and eradication of the cyberattack. Also, by establishing partitioning “zones” in the infrastructure, they can be disconnected from sections being attacked and continue to operate while an attack is in progress. 
4. Keep It Simple, Stupid (KISS). This tried and true concept applies well to technologies where the complexity makes it vulnerable to attack(s). In cases where security is needed, application of less complexity is always preferred. As an example, blocking an application port on a router is a simple operation and much easier to do than installation of complex stateful filtering software on a server. 
5. Information Technology Hygiene. Many breaches of network infrastructures are due to lack of good, basic Information Technology (IT) security concepts and products. For instance, network managers place a great deal of sensitive and critical information on their access systems (typically a laptop or notebook computer) with no external network controls (firewall), no strong authentication (e.g. token cards), encryption of on-system sensitive data, etc. Other examples include critical servers not being backed up, unnecessary services being made available, falling behind on patch management, inadequate risk assessment and classification of data, open file servers, database servers and email systems that are easily compromised and contain extensive information about the company, its infrastructure and its customers.  Enforcement of proper IT security has a profound effect on overall security of network infrastructures. 
6. Avoid security by obscurity. A common and grossly inadequate belief is that lack of general visage of a component is a security feature (if you can’t see it, you won’t try to attack it). BPs stress actions to protect infrastructures, not inactions or obscurity as a defensive tool. For instance, network address translation (NAT) technology is often promoted by some vendors as a security method with the principle being that a single external IP address “hides” internal private IP addresses via a translation system. It has been proven, painfully, time and time again that NAT is a fine technology to extend addressing ranges of networks to include unregistered and private address ranges to interoperate with registered IP address ranges. At the same time, NAT is often breached or bypassed by attackers to reach internal systems on a network and breach same. Security via obscurity is a bad idea at all times and is not included, encouraged or recommended as a technique for securing infrastructure. 
Cybersecurity Best Practices Structure

A cybersecurity BP from FG1B structurally appears as follows:

	Number
	6-6-8008

	Title
	Network Architecture Isolation/Partitioning

	Best 
Practice 
	Compartmentalization of technical assets is a basic isolation principle of security where contamination or damage to one part of an overall asset chain does not disrupt or destroy other parts of an asset chain. Network Operators and Service Providers should give deliberate thought to and document an Architecture plan that partitions and isolates network communities and information, through the use of firewalls, DMZ or (virtual) private networks.  In particular, where feasible, it is suggested the user traffic networks, network management infrastructure network, customer transaction system networks and enterprise communication/business operations networks be separated and partitioned from one another.  Special care must to taken to assess OS, protocol and application vulnerabilities, and subsequently hardened and secure systems and applications, which are located in DMZ's or exposed to the open Internet.

	Reference
	ISF SB52, www.sans.org

	Dependency
	 

	Implementer
	NO, SP


Cybersecurity BPs, as delivered to NRIC, have the following fields
1. Number. This is a one-up sequential number for the BPs, all starting with 6 to indicate NRIC VI FG1B BPs

2. Descriptive Text. This component provides the documentary portion of the BP (prevention or recovery)
3. Reference. This provides a cross-reference to other BPs from NRIC or external sources

4. Dependency. A listing of other BPs for which this BP may have dependencies 6-6-8509.
5. Implementer. The entity or person who would normally implement the listed BP (service provider, network operator, equipment supplier, or government). Keywords to aid in searching will be completed at next deliverable.

A web link to the NRIC Best Practices selection tool site is located at www.nric.org. 

There are three appendices which are applied to the BP documents that refer back to Best Practices in the area of incident response.

FG1B Cybersecurity Proposals
This section contains proposals for industry consideration from NRIC FG1B that are not suitable for best practices (BP) structure or are not currently implementable for technical reasons and for which industry solutions will need to be developed.   
NRIC FG1B Proposals:

Improve Signaling Protocol Security

Most signaling protocols (even SS7 for the circuit-switched network) lack authentication and contain vulnerabilities because they were not designed for connection to ubiquitous, global, un-trusted networks, with of possibility of malicious attacks.  While current practices exist to mitigate the vulnerabilities through network layer controls, ACL’s and filters, these measures are complicated, hard to manage and can often not be fully implemented because of performance impacts, therefore some vulnerabilities still exist.  (The bright side is that because of architectural differences, the network operators each implement these mitigation techniques slightly differently, and so while an attack might impact one operator, it probably will not sweep across the entire Internet, because the attacker will not know how each network operator will react). Longer-term Industry work is needed to define new or extended signaling protocols with authentication; Improved secure network element technology; Define business process and criteria for establishing trust relationships; and Establishing interoperable implementation plans for rolling-out changes, that by definition cannot be backward compatible.  Government can guide and accelerate this work via public-private partnerships and selective funding. 

Specifically:

Accelerate Secure Network Element Technology (particularly protection against resource saturation attacks)
The ultimate goal is to have multiple, interoperable products developed by multiple, competitive vendors. In order to seed this work, it is appropriate that the Federal government fund research and development that would eventually be available to the market players.  We recommend a model of funding that would be similar to the government's "seeding" of the original Internet (i.e., the ARPANet) technology.

The NSTAC/CIPB ISP Operations WG group identified some near, medium and longer-term efforts to improve the security of network devices:

Near-term, guidelines should be developed within the IETF to identify and codify filtering access controls to the management and control plane of network devices.

Medium term, automation of repetitive monitoring and configuration/provision tasks to reduce errors and device CPU load. Automation techniques may differ by network operator; however, vendors should be encouraged to develop interfaces and capabilities that allow development of automated tools. The government could encourage work in this area by including requirements in bids for support of government networks.

Longer term, The desirability of separation of the control/management plane from the traffic plane, should be a topic for an Internet Research Task Force taskforce-like research group
.  Funding could be provided to ISOC to support this activity. 

Improve the Authentication/Security of BGP

The definition of IP-related protocols should continue through the existing Internet Engineering Task Force organizations.  The IETF is an open, multi-vendor forum that includes participants from both the public and private sectors.  The IETF provides the forum for definition the protocols.

In addition to the technical protocol issues, there are practical operational, deployment, and infrastructure issues that need to be worked in appropriate forums.

1) Follow-up work is required to insure that the protocols can be deployed in a manner that doesn't introduce more vulnerabilities into the Internet and in a manner that is practical to support operationally.  The appropriate forum for this may be joint NANOG/IETF working groups, which do not exist today.

2) Vendor products should support new, standards-based protocols in operationally supportable configurations.

3) If the updated protocols require use of certificate-based authentication or similar mechanisms, follow-up work is required to insure that 

· there are industry agreements on what the requirements for the identity certificates are,

· suitable entities are identified as the certification authority

· scalable key distribution mechanisms exist.

No current forums exist for this today; an organization similar to the WWW forum that was created to focus on web-based technologies may be appropriate model.

The federal government can lead by implementing trials in government-controlled networks and domains.

Improve the Authentication/Security of DNS

Again, the definition of IP-related protocols should continue through the existing Internet Engineering Task Force organizations.  There currently are two competing flavors of DNS Sec – Delegation Signer Resource Record and Opt In – and there are practical operational, deployment, and infrastructure issues that need to be worked in appropriate forums:

1) Follow-up work is required to insure that the protocols can be deployed in a manner that doesn't introduce an intolerable performance impact on DNS servers.  The appropriate forum for this may be joint NANOG/IETF working groups, which do not exist today.

2) Vendor products should support new, standards-based protocols in operationally configurations, including Microsoft client end-points.

The federal government can lead by implementing a trial of DNS Sec in the .mil domain and sharing their operational experiences.

More importantly, DNS Sec and authentication do not to protect against denial of service attacks on the DNS infrastructure. In the future we may need the equivalent of name resolution services delivered in a completely different manner and method. 

Interoperability Testing

The discovery of bugs and inconsistent implementations in Interoperability protocols, like BGP, during operational deployment remains a significant problem.  The government can encourage vendor Interoperability testing by providing funding for development and support of vendor-independent testing laboratories.  A key step is proving interoperability among multiple implementations. 
NRIC Signaling Findings on IPv6 Transition

The foundation protocol that supports almost all Internet traffic is Internet Protocol Version 4 (IPv4).  A successor version of this protocol, IPv6, was designed to accommodate significant expansion in the number of addresses that could be supported, to integrate security capabilities into the protocol and to provide other features that would support advanced network based applications.  Migration to IPv6 has been very limited because of cost (including the cost of upgrading hardware to handle the larger address space), complexity, and the fact that enhancements to IPv4 have alleviated some of the original address space limitations and security issues.  There have been no market drivers, and therefore little movement towards IPv6 in North America, though political recognition of address shortage is driving adoption in Europe and the Asia-Pacific region.

IPv6 integrates, as optional fields, many IPv4 IPsec features that might be used to enhance security, improve protection against some Denial of Service (DoS) attacks and enhance privacy..  These features include the Authentication Header (AH), Encapsulating Security Protocol (ESP), and Internet Key Exchange (IKE).  A Security Association (SA) is also utilized. An SA is unidirectional and is comprised of a Security Parameters Index (SPI) and a destination address.

Security is a significant concern in any IPv6 transition. As IPv4 and IPv6 are interconnected and/or co-exist, security problems will arise due to the newness of technology/code, the inability of security mechanisms (e.g., firewalls, proxy filters, intrusion detection) to properly handle IPv6, and the use of new architectures that have not been given sufficient security attention.  The increased, or mandated, encryption renders tradition security mechanisms such as packet inspection impossible; Firewall protection is reduced and intrusion detection is blinded.  Globally unique and addressable clients enable true peer to peer applications, but also presents a new security challenge as the onus of security more towards the edge and the client. (One can’t rely on the modest layer of obscurity that a NAT provides, for example). Furthermore, the IPv6 security mechanisms (IPsec, AH, ESP, IKE) do not provide complete security by themselves, and would in any case be dependent upon the development & deployment of a successful public key infrastructure in order to scale.

Security with respect to the IPv6 transition must be considered broadly, inclusive of the potential capabilities of IPv6 security features. Security risks will depend on the speed of the transition, architectures used, policy & procedures selected, and other factors.  With the emphasis on developing a thorough understanding of the business and security issues that must be resolved to sustain a successful transition for all industry sectors, the NRIC Cyber Security focus group submits the following proposal:

The federal government should fund a 6 to 9 month initiative, under the sponsorship of ATIS, NSTAC or NIAC, to investigate potential deployment paths for IPv6.  The initiative should cover the following areas: 

· Security risks, benefits, and best practices 

· Status of existing IPv4 address space usage, and benefits from IPv6 deployment 

· Other IPv6 benefits and risks, including capacity and operational considerations 

· Telecommunication vendor (hardware and software) impacts, risks, and benefits 

· Telecommunication service provider (ISP and PSTN) impacts, risks, and benefits

· Business impacts for private networks in small, medium and large corporations, educational institutions, governments 

· IPv4/IPv6 transition, coexistence and interaction considerations 

· Alternatives to IPv6. 

Key Management

With the various types of encryption in play today, it becomes important to consider key management and the need to recover  critical  data that may be encrypted  and the key misplaced . Policies for key management may be a start, but long term research will be needed in this area to further the efforts of encryption as a last layer of security.  In particular, key management procedures and scalable key distribution schemes, that are integrated with established business trust mechanisms, will need to be developed to secure interoperability protocols and information transfers.

PBX and Voicemail Security

Although currently out of scope and due to time constraints, this issue will be taken up next year.  FG1B realizes several security risks exist when implementing PBX and voice mail systems, internally, these risks include theft of service, unauthorized disclosure of proprietary and confidential information, data modification, unauthorized access and usage, fraud, denial of service and traffic analysis.  Therefore, FG1B recommends developing best practices for securing PBX and voice mail systems in future iterations of FG1B best practices.  These best practices should focus primarily on securing voice mail and PBX services provided to customers and should cover the range of security risks noted above. 
Software Certification

Product evaluation is a necessary step in product procurement for the network.  Although software acceptance testing can be a long and tedious process, when it comes to network security, it is imperative that some level of security requirements are tested and analyzed in a lab environment.  There are currently neutral third party product certification organizations, including government agencies, that perform this type of security testing, but individual SP/Vendor lab testing should be performed by all SPs prior to deploying any products in their network.  Even further, once a particular vendor or product is certified and accepted, all new products from that same vendor, including new versions of existing software products, should also be tested in a lab prior to network deployment.

Currently, depending on the program size, there are hundreds or thousands of known security vulnerabilities in the delivered software that the vendor eventually attempts to try and clean up in later releases and/or via software patches.  Going forward, SPs should get more visibility and control over the vendors' decisions to deliver software with known problems.  SPs should require that vendors perform adequate in house testing prior to the software being delivered.  Also, as part of the SPs' internal lab acceptance testing, SPs should perform the types of penetration testing associated with the hacking and virus problems that are most prevalent.  This would be over and above the normal kind of functional and operational acceptance testing that has been done historically.  SPs should alert vendors that these tests will be done with rigor in the future and that software failing these tests will not be accepted. 

Security Certification of Products and Services

Security certifications offer some limited benefit but do not adequately address fundamental requirements for proper network design and operation.   Furthermore, product certification is based on known best practices at a given moment in time, in an ever-changing environment.  It does not adequately address configuration options or differing physical security, business trust relationships, or application security requirements.  It is recommended that security certification of products and technologies not be relied upon as a primary means of securing products, networks or services. 

� The IRTF (http://www.irtf.org) is composed of a number of small Research Groups.  Research Groups are usually focussed and long-term, though short lived “task force”-like Research Groups are possible.
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