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Data Reporting and Analysis Team

1 Executive Summary

NRIC V Charter

Per the NRIC V Charter, under Network Reliability, this Committee will evaluate and report on, the reliability of public telecommunications network services in the United States, including the reliability of packet switched networks.  In addition, per the previous NRIC, it was recommended that the FCC adopt a voluntary reporting program to gather outage data for those telecommunications and information service providers not currently required to report outages.  As a result this Committee will monitor this process, analyze the data obtained from the voluntary trial and report on the efficacy of that process, as well as the on-going reliability of such services.

Inertia Problems

What became quickly apparent was the problem with any voluntary “defect” reporting program, mainly that no one is particularly anxious to announce to the world that they had or are having a problem, especially if not all providers have to report.  The only two reasons that someone would be willing to report is if they were ordered to do so, thereby making it mandatory rather than voluntary, or if reporting is seen as being in the best interest of the reporting company.  It would also help if the reporting company did not feel that by complying with the reporting that it was placed at a competitive disadvantage, either because not all of its competitors had to report and/or the information was “too public” and could be used against them.

In addition, the make-up of the 2B2 group as of March, 2001, was predominately traditional voice/circuit switched providers who were also in the internet business, AT&T, Verizon, SBC, etc. These participants were also involved in the traditional reporting requirements for the public switched network. What was missing were the “pure” internet providers.  While one traditional method of distinguishing these groups was with the terms “Bell heads” and “Net heads”, these differences may be fading, but have not faded completely.

Initial Issue

The voluntary trial was handled by another committee and is reported elsewhere.  For the purposes of the voluntary trial, the definition of an outage applicable to circuit switched networks was utilized.  One of the first tasks of Focus Group 2B2 was to define the term “outage” as it applies to the public Internet, in particular does the current definition of an outage applicable to circuit switching make sense in a packet switching environment.  Quickly into the discussion, it was clear that the architecture of the internet in particular and packet switching in general, would not have outages in the classic circuit switch definition, e.g., completely stopped.  Rather, packet switching experiences delays as well as complete outages.  It did not appear that the circuit switch definition of an outage fit packet switching and therefore the discussion focused on disruptions rather than outages.

However, quickly into the investigation, it became apparent that there were different applications on the Internet, each potentially with a different definition of “disruption”.  For example, whereas 10 minutes to complete a transaction may be acceptable for e-mail, it is most unacceptable for streaming video.  Selection of a single definition would require the selection of a “most important” service.  This was not an attractive alternative.

Even the nomenclature to use for the measurement caused discussion.  For example, the words “standards” and “metrics” are the province of existing groups and have precise meanings.  Furthermore, the definition of a “disruption” would imply “good” and “bad”, especially if the disruption is reportable.  In a nutshell, no one wants to publicly report their service as “bad”, especially if not everyone has to report on the same basis and/or the measurement is not universally recognized as applicable and accurate.  Even with the existence of a protective agreement, no one wants to report.  Lastly, there was considerable discussion as to which perspective should the “disruption” be defined, e.g., provider, facility, or end user.

There are different services on the Internet, each potentially with different expectations by users (or more precisely no agreed upon definition of what is acceptable for each service); different services are being added continually; and no provider appears particularly anxious to be the first to make a report.  Given all this, attention then shifted to finding “indicators” that could be used to determine if the Internet is getting better or worse, rather than “good” or “bad”.  So the purpose is to collect information that will give an indication of the changing condition of the Internet.  Given the reluctance of the participants to provide information that is not required of every provider, it would be best if information could be collected without direct reporting by the providers.  Furthermore it makes sense that since the end user is the final determiner of the status of the Internet, because it is the user that will be affected, it seems reasonable to gather information from a user perspective rather than from a service provider perspective.  Given the time constraints, it would be ideal to use information that was already being collected and was publicly available.  The key of all this is to be sure that whatever information is collected is relevant to the condition of the Internet. It will be critical to understand exactly what is measured; what it means; and its relevance as an indicator of the health of the Internet.

There was also discussion to utilize the philosophy of the existing reporting mechanism and assign times and capacity weightings to various portions of the Internet.  For example, if it were assumed that 35% of the existing public switched lines utilize dial-up Internet, then to calculate the effect of on internet dial-up customers for a given reported outage, the number of lines affected by the reported outage would be multiplied by 35% and that would approximate the outage for the dial-up portion of the access to the internet.  For the other parts of the Internet, e.g., trunks and routers, the problem is a little more complex in that if a certain trunk and/or router fails, it may not cause any disruption to any user because of the redundancy built into this portion of the Internet.  Even the access portion of the Internet may have some redundancy, as dial-up end users may be set up with "backup" telephone numbers. Therefore, a failure in one dial-in POP may be almost invisible to an end user whose software automatically retries a different POP's telephone number.  However, once a failure did cause a disruption, the failed component could be translated into voice-grade equivalents and that would be the number of affected customers, e.g., a failed T-1 would translate into 24 voice grade circuits and therefore 24 customers.  To the extent that packet switching is not like circuit switching, this approach could have some problems, but it is a concept that could be investigated.

Another possible longer-term solution is the concept of defects and in particular defects per million.  This has been used extensively and successfully in the voice telephony world to measure the quality of service provided.  For example IXCs have used this tool to measure the quality of access service provided to them by the ILECs and the ILECs have used this tool to measure the performance of equipment and in particular the vendor that makes the equipment.  It would appear that the key is to select the proper measurement criteria.  This will need more investigation in order to ascertain its effectiveness at measuring the Internet.  Others may have already looked into this. 

There was also discussion on expanding the current primary emphasis of 2B2 to defining an outage/disruption for all types of packet switching, e.g., ATM and frame relay, as opposed to the current emphasis on the commercial Internet.  It was noted that that current ATM and frame relay based architectures are usually “nailed-up” circuits and therefore more closely related to circuit switch architectures than the data gram/IP network architectures of the commercial Internet.  Therefore, it was suggested that the current “circuit switch” definitions of outage is probably appropriate for these non-IP packet switching architectures.

Information from providers

Since per the above discussion, it was attractive to consider having an external source to report information used to determine the relative health of the Internet rather than the providers themselves.  It seemed reasonable that providers should report outages that “impact the end-user community”.  The key will be to define the terms “impact” and “community”.  For discussion purposes, impact could be defined as the time that is significant for all or at least the majority of discreet services offered over the commercial Internet, e.g., 20 minutes.  Community would seem to lend itself to be defined as a geographic area.  For purposes of discussion, community could be defined as the local calling area of the ILEC, including EAS.  Optional EAS would also be reasonable to include.

Path taken

The purpose is to investigate what is being done by these (and related groups) as it applies to 2B2 whose charter is to determine the “reliability of packet switched networks” and to determine criteria for reportable outage so that outage data can be gathered.  One way to set reporting criteria is to take the benchmarks/standards/etc. set by these other groups and set the reporting criteria as a multiple of the benchmark/standard.  Since the life of this 2B2 ends January 2002, not all of the benchmarks/standards may be ready.  In such case it would be reasonable to report what should be deliverable by each group, by what date and how the deliverable might be used.  This would apply to T1A1 (bell heads), IETF (net heads) and others (cable heads).  The Service Level Agreements are included on the assumption that reliability is of interest to those with SLAs.  Therefore, research on SLAs would show what measurements are included in SLAs, what they purport to measure and how they might apply to 2B2’s mission either on what is measured, how it is measured and what that measurement is.  The external Internet measurements would investigate what public information is available that measures the reliability/health of the Internet.  It would be helpful to include what the public information purportedly measures, how well it does, and what it could be used for in determining the reliability of the Internet as a packet switched network.  The Non-IP services would investigate the non-internet packet switched services, e.g., Frame Relay and ATM, for any definitions of outages that might be useful.  If there is nothing, then an investigation as to what other groups are doing in this area would be the focus, much as in the case of internet.

2 Focus Group 2B2

Background

2.1 Structure of Focus Group 2
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2.2 Scope Statement

NRIC V Focus Group 2 Subcommittee 2.B2 will:

Define an outage and the appropriate threshold for Packet Switching with particular emphasis on the Public Internet.

· Define a standard metric to be used by all carriers in monitoring the health of their networks.

· Define an outage based on surpassing a certain threshold value for the metric.

· Suggest a recommended threshold that warrants internal analysis for a Network but does not require external reporting.

2.3 Meeting Schedule

	Date


	 Activity

	March 2000
	3/20 NRIC V Kick Off Meeting

	April 2000
	4/27 NRIC V Steering Committee Kick Off Meeting

	April 2000
	4/28 Subcommittee 2.B2 Kick Off Meeting

	May 2000
	5/12 Subcommittee 2.B2 Meeting

	June 2000
	6/9 Subcommittee 2.B2 Meeting

	July 2000
	7/14 Subcommittee 2.B2 Meeting

	August 2000
	8/30 Subcommittee 2.B2 Meeting

	September 2000
	9/26 Subcommittee 2.B2 Meeting

	October 2000
	10/12 Subcommittee 2.B2 Meeting

	December 2000
	12/1 Subcommittee 2.B2 Meeting

	January 2001
	1/11 Subcommittee 2.B2 Meeting

	February 2001
	2/5 Subcommittee 2.B2 Meeting

	March 2001
	3/9 Subcommittee 2.B2 Meeting

	April 2001
	4/19 Subcommittee 2.B2 Meeting

	May 2001
	5/30 Subcommittee 2.B2 Meeting

	June 2001
	6/19 Subcommittee 2.B2 Meeting

	July 2001
	7/31 Subcommittee 2.B2 Meeting

	August 2001
	8/29 Subcommittee 2.B2 Meeting

	September 2001
	9/12 Steering Committee Meeting

	November 2001
	11/29 Subcommittee 2.B2 Meeting

	December 2001
	12/20 Subcommittee 2.B2 Meeting

	January 2002


	1/3 Steering Committee Meeting

1/4 NRIC V Final Meeting

· Present Final Recommendations & Report

· Update Web Site with Final Recommendations & Report


2.4 Team Members

	Team Member
	Company or Organization

	Paul Hartman *
	Beacon

	Ken Biholar
	Alcatel

	PJ Aduskevicz
	AT&T

	Brad Beard
	AT&T

	Hank Kluepfel
	SAIC

	Vaikuth Gupta
	Wisor

	Rick Canaday
	AT&T

	Wayne Chiles
	Verizon

	Doug Sicker
	Level 3

	Steve Michalecki
	Alltel

	Chuck Howell
	Mitre

	J Bennett
	Telcordia

	John Healy
	Telcordia

	Dean Henderson
	Nortel Networks

	Eric Siegel
	Keynote

	Chenxi Wang
	University of Virginia

	Jim Lankford
	SBC

	Rosemary Leffler
	Nortel Networks

	Lynn Johnson
	SBC

	Rachel Torrence
	Qwest

	Dick Edge
	Drinker Briddle

	Spilios Makris
	Telcordia

	Art Menko
	Telcordia

	Norb Lucash
	USTA

	Scott Bradner
	Harvard University

	Brian Moir
	ICA

	Brent Struthers
	Neustar

	Gary Klug
	SCC

	Michael Bryant
	Tellabs

	R. Bradford Nelson
	Marconi

	Karl Rauscher
	Lucent

	Mac McMullin
	MBS

	Ira Richer
	CNRI

	Ron Choura
	Michigan St. University

	Rex Bullinger
	NCTA

	Chi-Ming Chen
	AT&T

	Charlie Coon
	Wa County Rural Telephone


In addition to the public sector team members, Kent Nilsson, FCC and Designated Federal Officer for the NRIC, was also an active participant in the focus group.

3 Background on the Internet and Web 

The description of the underlying communications system, the Internet, is followed by a description of the distributed hypertext system, the World Wide Web, that is built on top of the Internet.

3.1 Internet Architecture

The Internet, as its name implies, is an interconnected set of separately owned and separately operated networks, commonly called Internet Service Providers (or ISPs).  There are many thousands of them – some operated by major multinational corporations, others by one person as a hobby. Each network is built by using telecommunications lines to interconnect the switching devices known as routers.  

The routers are responsible for routing network traffic. Each package (packet) of data on the network includes a destination address, and each router is able to read that address and choose the appropriate outgoing telecommunications line that will probably bring the 

data packet closer to its ultimate destination.

If the source and the destination of the data packet are on the same network, the packet will probably travel from source to destination entirely on that network, through that network's routers and telecommunications lines.  If the source and destination are on separate networks, the packet will have to move from one network to another at points where the networks interconnect – the peering points. Some networks have arranged special peering points between themselves; others rely primarily on the dozen or so large international peering points where most major networks interconnect, such as MAE-EAST in the Washington DC area (and MAE-WEST in San Jose, California!) It's very possible that the packet will traverse three or more networks on its route from source to destination. In fact, a dozen or more router-to-router hops and three or more traversed networks are very common.

The task of telling all of the hundreds of thousands of routers in the world the optimal route for any possible incoming data packet is clearly overwhelming. Also, the choice of route depends on financial arrangements as well as on topology. Network operators must agree to carry one another's traffic, and they usually charge for that service or make some other arrangement before they'll agree to carry data packets. 

As a result, the routers aren't told the perfect route; instead, they use approximations to the best route. The result is that often data packets travel in somewhat-surprising ways as they cross the Internet. They may enter congested areas instead of routing around them; the path in one direction is usually different from the path in the return direction; the path may lead across the country twice to reach an interchange point that two networks have agreed to use; packets sometimes get lost and travel in circles for a while; and a certain percentage of packets simply get lost and are destroyed.  (Packets are automatically destroyed if they don't reach their destination within a specified number of hops; this avoids having packets wander the Internet forever when they're misrouted.)

All this means that the time delay, called latency, to cross the network is highly variable. As packets hop from router to router, they may encounter congestion and long queuing delays caused by other data streams intersecting their path. Some queues will be so long that packets will be lost, and the ultimate destination will have to ask for a retransmission from the originator – a time-consuming process. In some cases, so many packets will be lost that the connection will simply fail or "time out."

3.2 The World Wide Web

The World Wide Web uses the Internet for connectivity, in the same way that facsimile machines use the telecommunications network. Browsers (such as Netscape Navigator and Microsoft Explorer) use Internet facilities to connect to the web server computers that transmit the web pages and that provide transaction facilities.

As the first step in obtaining a web page, the user has to establish a physical connection to the Internet. He or she does this by dialing into a commercial Internet Access Provider's network or by using permanently-connected links established by his or her corporate or educational network department, etc. For example, a home user can establish one of those ubiquitous $19.95 per month accounts with an Internet Service Provider (ISP). This allows the home user to place a telephone call into an Access Device located at the nearest Access Provider Point of Presence (POP). The Access Device is connected to a router (also owned by the ISP), and that router then connects to other  routers and, through them, to the Internet as a whole.

After establishing the physical connection, the user starts a browser (such as Netscape Navigator) and  types a web destination into the browser software, using the generally familiar URL (such as www.yahoo.com/).

The browser software then automatically sends a message over the physical connection through the Access Provider's routers and into the Access Provider's Domain Name System (DNS). The DNS is an automated telephone directory; it translates the domain name in the URL, such as www.yahoo.com, into the actual Internet address of that destination, such as 204.71.200.74.  The translation of URL domain name into address relies on an address directory entry that's controlled by the owner of the URL domain, Yahoo! in this case.

Now that the browser software has learned the actual address of the URL, it sends a second message into the Access Provider. That second message is a connection request to the destination address (204.71.200.74 in this example), asking that the connection be established.  (This is called the "TCP Connection.") This is analogous to dialing a telephone number on a fax machine before sending a fax. The various routers in the Internet all forward the connection request to the ultimate destination, and they all return the response the same way.

This is a good place to emphasize the fact that routers are relatively dumb, and each data packet is separately handled. For example, the routers aren't aware that the first data packet is a connection request.  They just look at the destination (204.71.200.74) marked in the data packet and then switch that data packet to the next router on the path that they hope will lead to the ultimate destination – that's all.

If the destination web server is willing to accept the connection, it accepts it by sending a reply message to the browser.  (The browser included its own Internet address in its connection request, so the web server can find it.) The TCP Connection is now complete, and a stream of data packets can flow in both directions.

The web browser now uses the TCP connection to send a request  to the web server for a particular web page. For example, it may ask for the page "/home.html," a common situation.  Or it may ask for a more complex page, such as "/ad/ver1/type3.html." The web browser then sends the requested page, and the browser receives it.

The page requested by the browser is encoded in a computer language known as Hypertext Markup Language, or HTML.  HTML contains instructions for displaying the page on the computer screen. But most modern pages include a lot of graphics (and sometimes other pieces of content, such as pieces of computer programs, called applets), and those pieces of content are not included in the HTML. Instead, the HTML contains instructions for locating those items on the web – i.e., it includes their URLs (such as www.yahoo.com/page5graphics/picture8.gif). The additional items may be located on different servers; there's no rule that they have to be on the same server or even in the same geographical location as the initial server. The browser, following the HTML instructions, then establishes TCP Connections to get each required content element over the Internet. It usually displays the graphics as it receives them. And that's it!  The page is now displayed on the user's browser screen.

If a transaction is involved, there will be a sequence of screens and some back-and-forth sending of data.  It's more complex, of course, but not very different from what's been described. After each screen is received, the user may enter data (which will be sent to the web server), or may just click on a new URL name.

It's important to note that the web server system is often far more complex than described here.  Many modern systems have a lot of processing involved in creating a web page. Some create custom pages for each user; others respond to search requests and other inquiries, etc.  In most cases, there is more than one web server, and they share the workload.  Special load-sharing devices are used to divide up the incoming requests among the available web servers. Copies of some content (such as the illustrations) may be separately stored in temporary files, called caches, close to the end users to provide better performance and availability. These caches may be provided as a free service by the end-user's access ISP, or they may be provided for a fee paid by the owner of the content. These latter systems are called Content Distribution Networks (CDNs); an example of such a CDN is Akamai. Use of caching and CDNs greatly influences Web performance as perceived by end users; indeed, there's a distinct movement in the industry to increase the use of these technologies (often called "overlay networks") and thereby avoid performance problems that may be caused by difficulties in the core of the Internet.

3.3 Internet and Web Statistics

Detailed discussions on Internet and Web statistics are available elsewhere. See, for example, the presentation "Experiences with Internet Measurements and Statistics" and the paper "Techniques for Measuring Web Experience of Dial-up Users" which are both available at http://www.keynote.com/solutions/html/resource_product_research_libr.html

A few notes are, however, important here:

· Internet statistical behavior is not usually that of a "normal curve." Instead, it has been described as self-similar with a heavy tail. Therefore, minimum and maximum measurement values are very unstable, and statistics designed for "normal curve" behavior can be misleading at best. For example, arithmetic averages and standard deviations of Internet statistics should probably not be used for important calculations. Instead, the equivalent in logarithmic space, or the use of percentiles, are much better choices. The usual recommendation is that "geometric means" (the nth root of the product of the n measurements) and "geometric deviation factors" (an exponential of a standard deviation in log space) should be used to characterize download times.

· A large number of measurement points, as well as a large number of measurement targets, is important. The behavior of the Internet and Web is not uniform, and the behavior within a backbone is not uniform. Backbones, in particular, are usually quite permeable – packets leave and rejoin them readily, and the path in one direction is almost never the same as the return path in the other direction. One measurement point per backbone is almost never sufficient.

· Performance on a dial-up modem link is not equivalent to performance on a directly-connected link. Leaving aside the possible difference in traffic bottleneck patterns caused by home use vs. business use of dial-up vs. directly-connected links, the differences introduced by modem hardware compression are startling. In the paper referenced above, differences of over 40% were found between the actual measurements on a dial-up modem line and the simulated measurements using network emulators or bandwidth restrictors on a directly-connected line.

It's more complex, and more important, to define "availability" carefully in the case of an Internet service. Unlike a telephone call, which either connects or doesn't, an Internet connection attempt performs more connection retries, over a much longer period, using more diverse routing, than a telephone connection. In addition, a successful connection may give such a low service quality that the connection is unusable. One example might be to require that the measurement computer use the standard Microsoft /98 stack parameters when deciding when to abandon a connection attempt, and that any connection that cannot successfully deliver a data packet to the client application for more than a minute should be considered to have failed.

3.4 Performance Categories for Internet and Web Services

End-users have five interrelated views of the Internet, and all of them must be considered in devising a measure of Internet and Web availability and performance:

· Download of Web pages and other files from major Web addresses. Most Internet use by the general public isn't between pairs of end users; instead, it consists of end-user Web browser access to major web servers and streaming-media servers run by large-scale enterprises such as Amazon.com, CNN.com, Yahoo.com, and MSN.com. The end-user's perception of "Internet" performance is created by the performance of the Web servers and their load-distribution technologies as well as the performance of the underlying Internet communications.

· Email. The other main use of the Internet by the general public is the exchange of email. The actual email exchange is handled by large-scale server systems inside Internet Access Providers, such as AOL, MSN, and Earthlink; the end-users simply connect to their own Internet Access Provider to upload and download mail to and from their mailbox. Performance is not expected to be instantaneous, and email exchange is very resilient – retrying over many hours until the mail goes through. There are no guarantees of delivery.

· Instant Messaging and other server-based real-time technologies. Originated by AOL, this is now hosted by many other systems. A central set of servers is used to forward messages among users, and instantaneous, reliable performance is expected. Similar technologies are used for some types of teleconferencing and gaming.

.

· Direct user-to-user communications. Examples include business-to-business web pages and data transfer, often using specialized protocols, as well as peer-based networking such as Napster and some types of gaming. Instantaneous, reliable performance is usually expected.

· Access to Internet Access Providers. The "last mile" link between a business or a private home can go over a leased line (e.g., T-1, fractional T-1, frame relay), DSL, cable modem, dial-up modem, satellite link, etc. If this link is unavailable, there's an "access network failure" and the entire Internet is down from the point of view of the end-user. However, the end-user is probably able to distinguish this problem from catastrophic failures of  the Internet as a whole. Although it does result in loss of all Internet and Web capabilities, access network failure is probably easily recognized as a problem in the local telephone system or with the local Internet Access Provider.

We now discuss each of these five measures. The discussions are followed by sections giving examples of existing measurement technology and recommendations for their use in an integrated measurement scheme.

3.4.1 Download of web pages and other files from major web addresses

Web page download from major sites is the most common use of the Web by the general public. Although there are many tens of thousands of web sites in the U.S., the great majority of end users spend the great majority of their time on an extremely restricted number of major sites. Indeed, according to Nielsen/NetRatings (see pm.netratings.com/nnpm/owa/NRpublicreports.toppropertiesweekly), 41% of home Web users and 50% of business users accessed Yahoo.com during a recent week. At all times, and especially at times of major national events, Web traffic tends to concentrate on major sites; it's safe to assume that their availability and performance are often perceived by the general public to be the same as the performance of the Web as a whole.

Many members of the public are not even aware that the Web, the Internet, and the Web servers are different things, run by thousands of different organizations. They may assume that they're all one thing, in one building, or are one inseparable technology. If, for example, www.cnn.com and www.amazon.com and www.yahoo.com are all suddenly unavailable, it may be assumed that many members of the general public will feel that the entire Internet has failed – even though the Internet may be operating perfectly and, indeed, even though hundreds of thousands of other Web sites may be completely accessible.

Measurement of the top U.S. sites on the Web should therefore be considered as one indicator of the Web's (and Internet's) performance as perceived by the general public. Issues to be considered are:

· The list must include a sufficient number of sites to ensure that a significant number of the sites used by typical members of the general public will be captured in the measurement.

· The list should be as stable as possible, because it will be used in long-term trend measurements. Changes will be inevitable, but, as is true for the components of the Dow Jones Average, changes should be infrequent and carefully considered.

· The measurement should probably include download of entire web pages, as improvements in page serving technology (including CDNs and other types of overlay networks) will certainly be perceived by end-users as improvements in the Web and Internet themselves. Use of pure network measures (such as the time needed for the connection to be established to the server, the TCP Connect measurement) will not reveal the improvements in availability and performance produced by these technologies, which can be massive. The use of these new overlay network technologies is growing, and the resulting improvement in Web performance as perceived by end users is just as real as performance improvements caused by greater bandwidth in the core of the Internet or by better server performance.

· Streaming media performance may not have a direct relationship to the performance of the Web or of the core Internet, as the use of overlay networks and other forms of caching content at the Internet's edges will greatly affect the performance as seen by the end user. As streaming media grows in popularity, its performance may become important enough to be included in a measure of overall Web performance. This will be especially true if the general public believes that streaming media performance and Internet performance are the same or inseparable. 

· If downloads of entire web pages are included, the definition of page download failure must be carefully defined. Many pages fail to download individual elements (such as small figures or ads), yet are completely usable. Requiring that absolutely all elements download is probably too strict a requirement and may result in misleadingly-high failure rates; attempting to distinguish among different magnitudes of failure (e.g., a small figure vs. the major illustration on a page) is impractical. Accurate delivery of the base HTML file is probably sufficient. Consideration must, however, be given to measurement of CDN-based pages, and their perceived failure rates and download time performance. 

· If downloads of entire web pages are included, then the load on the measured sites must be considered. Large-scale measurements, at frequent intervals, of even the largest sites may produce a load that is perceptible at the hosting site and that must be handled by equipment that must be paid for. The size of the load exerted on these chosen sites must be carefully considered to produce valid statistics without unnecessary load.

· Even if entire web pages are not downloaded, the impact of multiple round-trip connection measurements, whether "ping" measurements or the more accurate TCP Connect measurements, must be considered. At the least, they are a load that must be handled by server equipment; at the worst, they may appear to be hacker attacks or they may saturate servers with partially-formed connections.

· Where should the measurement devices be located? At major Internet nodal points within major metropolitan areas, or at end-user sites in minor locations, or some mixture in between? How should these measurement points be standardized to provide as unchanging a measurement base as possible? (Measurement from major nodal points on uncongested, high-bandwidth links is best for showing problems with peering points and for finding major outages affecting many users in the routing hierarchy. Measurement on low-bandwidth links in minor locations usually hides peering problems, as the latency and queuing on the low-bandwidth link are far greater than any typical peering latency.  However, at least a few such measurements are required to see true end-user performance on low-bandwidth links. Many thousands of such measurements might be able to give a reasonable view of problems in a routing hierarchy despite being made at the bottom of the hierarchy.)

3.4.2 Email

Aside from web page downloads, the most common use of the Internet by the general public is the exchange of email. Whether done using native Internet email or through a proprietary system such as AOL, the process is the same. The user connects to a local email server run by his Internet Access Provider to upload previously-prepared email or to download email from his mailbox. The email server sends and receives email from other email servers on the Internet at frequent intervals, re-sending over a period of hours or days if the initial attempts failed. Email delivery is not guaranteed, but users are normally notified if a delivery attempt to the destination mailbox has failed. Although the end users is told when the email is successfully uploaded to his local email server, he's not usually told when that local email server has successfully sent his email to the destination email server.

Because of the resilience of the email system, the expectation that email will be delivered quickly, but not instantaneously, and the normal lack of notification that email has been successfully transmitted to the destination email server, most users do not notice problems in email performance unless it becomes extremely poor – on the order of many hours to deliver email. Therefore, direct measurement of email performance is probably not necessary.

Measurement of email performance is not needed to judge Internet and Web performance. The measurement of direct user-to-user communications, discussed later, is a stricter measure of server-to-server performance than the rather loose requirements of the email system servers. The only case in which direct measurement of email success and performance would be needed would be in a situation where email success becomes impaired for reasons other than the underlying Internet. Such a case would probably involve specialized hacker attacks, not long-term performance issues.

3.4.3 Instant Messaging and other server-based real-time technologies

Some Internet services rely on special servers to facilitate communications among end users. The end users connect to the specialized servers, not to each other, and the servers forward the communications among end users. Often there's only one server for all the users, but, in some cases, more than one server will be involved. Special end-user software is normally needed for these technologies; in most cases, a simple browser isn't sufficient.

Instant messaging, some types of teleconferencing, and some types of Internet gaming are examples of systems that use these real-time Internet technologies. Commercial instant messaging started as a feature within the AOL network, but it has now expanded to operate on many different platforms in the Internet. The specialized software needed for instant messaging is now included in most browsers. Teleconferencing has also expanded rapidly within the Internet, and many companies now offer these services on their teleconferencing servers. Finally, many games can communicate over the Internet, allowing teams of players to compete either by connecting through a central server system (often a subscription-based service) or without intermediate servers, as discussed in the next section.

In all of these applications, performance seen by the end user depends both on the underlying performance of the Internet connections between the servers and the end users, and on the performance of the servers themselves.  If multiple servers are involved, communications among servers will also be a factor.

End users are very sensitive to performance of these real-time applications; any failures or performance degradations are instantly noticed. Indeed, many of the end user software packages already measure communications quality, both to tune their own operation to the available communications characteristics and to alert the end users when performance has degraded beyond acceptable limits. 

There's probably no need for an external measure of quality for these applications at this time. As their use grows, the time may arrive when the performance of a few applications of this type should be measured as one factor in judging Internet and Web performance. Currently, however, measuring direct user-to-user communications, discussed below, is a sufficient indicator of performance. Use of these systems is not so embedded in the concept of the Internet that the majority of the general public assumes that, for example, instant measurement or gaming performance is purely due to "the Internet" itself. Thanks to extensive branding by the service providers, they're aware that a separate corporation is involved in providing server services. Unlike the situation that may occur with Web page delays, the majority of the general public probably won't blame the Internet for problems with these applications.

3.4.4 Direct User-to-User Communications

The basic Internet was primarily designed to provide direct, user-to-user communications. It underlies and affects all other Internet services, including the Web, file transfer, email, and server-based real-time applications. Always important in its own right, without superimposed services, this raw communications capability is continuing to become even more important as direct computer-to-computer communications among specialized systems shifts to use the Internet instead of classical leased telecommunications links. Examples include business-to-business order processing using specialized protocols, communications with smaller web sites, peer-based computing, and many other applications.

Measurement of direct user-to-user communications should therefore be considered as one indicator of the Web's (and Internet's) performance as perceived by the general public. Issues to be considered are:

· Many services may be able to compensate for Internet performance problems, concealing them from the end user. In some cases, this concealment may be almost perfect. For example, email retransmits automatically over hours or days if the underlying Internet connectivity fails; Web browsers and other systems using the Transmission Control Protocol (TCP) automatically handle short glitches in data transmission; and streaming video and audio use sophisticated technologies to tune their performance and error compensation techniques. Should these capabilities of TCP and similar technologies be included in performance evaluation? Or should the raw, unimproved performance be measured?

· There are existing measurement standards for measuring the raw performance along an Internet path between two end users; examples are those from the IETF's IP Performance Metrics Working Group. There are also standards being developed to measure overall performance and availability, such as those from ANSI's T1A1 group ( /www.t1.org/ ) How should these be used?

· As most ISPs design their networks to congest their peering points (and thereby save money), that's where performance difficulties and failures often occur. Measurements that do not reflect the performance through these points are therefore incomplete. Where should the measurement devices be located within the Internet architecture to handle this situation, and how should they perform their measurements in a manner that's not easily subject to manipulation by ISPs? 

· How many performance measurement points are needed, and how should they be allocated among major and minor nodes within the Internet? Should only major paths between major metropolitan areas be measured? Or should minor nodes and paths also be included? Should measurements be from end-user locations, or from within the Internet itself? How will the measurement points be standardized to provide as unchanging a measurement base as possible?

3.5 Access to Internet Access Providers

The "last mile" link between an end user and that user's ISP can be a leased line, frame relay, ISDN, DSL, cable modem, dial-up modem, or satellite link, along with the supporting equipment at the ISP. If it is unavailable, i.e., if there's an "access network failure," the entire Internet seems to be down for that end user. Therefore, it's possible that the availability of the "last mile" link should also be a factor in the calculation of the overall availability of the Internet and the Web. Issues to be considered are:

· Most of the dial-up software furnished for making an Internet connection will tell the end user if the dialed number is unavailable and will give the user  the opportunity to choose an alternate number – usually on a different telephone exchange. In many cases, it will automatically dial an alternate number. The failure of a particular dial-in access point is therefore not as catastrophic as failure of a local telephone exchange.

· Failure of a DSL, cable modem, or other permanent connection may not have a backup automatically available, but users will be able to use dial-up or alternative methods to connect to the Internet. In any case, this will probably not be seen as a problem with the Internet as a whole; rather, it will clearly be seen as a local access difficulty.

· Failure of the "last mile" is, therefore, probably easily recognized by the end user as a problem in the local telephone system or with the local Internet Access Provider; the Internet as a whole will probably not be blamed.

· Failure of the Domain Name System (DNS) directory server can have an effect similar to that of failure of the "last mile" link. When the local DNS directory server fails, users are unable to convert Internet hostnames (e.g., yahoo.com) into an Internet numerical address, which is necessary to make a connection. However, most modern end-user system have alternative DNS servers and automatically switch if the primary server is unavailable.

4 Alternatives Considered

To formulate alternatives to be considered, existing documents from the industry were collected and analyzed.  Pros and Cons of each option were enumerated to determine the best solution for the industry as a whole.  Areas considered for alternatives included:

· T1A1.2

· Internet Engineering Task Force (IETF)

· Cable Labs (Packet Cable)

· Service Level Agreements (SLA)

· Publicly Available Performance Information

· Telcordia Generic Requirements GR-929:  Reliability and Quality Measurements For Telecommunications Systems (RQMS)

· Quality Excellence for Suppliers of Telecommunications (QuEST)

· TL 9000 Quality Management System Measurements Handbook

4.1 T1A1.2 

4.1.1 Work Related to Reliability of Packet Networks/Services

Background

Committee T1

Committee T1 is sponsored by the Alliance for Telecommunications Industry Solutions and accredited by the American National Standards Institute to create network interconnections and interoperability standards for the United States.  More information about Committee T1 can be found at http://www.t1.org/html/geninfo.htm.

Committee T1 has six Technical Subcommittees (TSCs) that are advised and managed by the T1 Advisory Group (T1AG).  Each TSC develops draft Standards and Technical Reports in its designated areas of expertise. The TSCs recommend positions on matters under consideration by other national and international standards bodies.  

Technical Subcommittee T1A1 – Performance and Signal Processing

T1A1 develops and recommends standards and technical reports related to the description of performance and the processing of speech, audio, data, image and video signals, and their multimedia integration, within U.S. telecommunications networks.  T1A1 also develops and recommends positions on, and fosters consistency with, standards and related subjects under consideration in other North American and international standards bodies.  There are currently three Working Groups in T1A1:  T1A1.1 – Multimedia Communications Coding and Performance, T1A1.2 - Network Survivability Performance, and T1A1.3 - Performance of Digital Networks and Services.  More information about Technical Subcommittee T1A1 can be found at http://www.t1.org/t1a1/t1a1.htm. 

Working Group T1A1.2 – Network Survivability Performance

Working Group T1A1.2 studies network survivability performance by establishing a framework for measuring service outages, and a framework for classifying network survivability techniques and measures.  The term "network survivability" here encompasses other terms used in the industry, e.g., network integrity and network reliability. Recommendations are made for consistent, industry-wide definitions, measures and techniques to assess the survivability of networks under failure conditions.

Working Group T1A1.2 focuses on the survivability of both public and private telecommunications networks, e.g., carriers (local, long distance, Internet), residential customers, government agencies, educational and medical institutions, as well as business and financial customers.  The definitions and methodologies developed by the group can be used by network providers to help assess survivability techniques and evaluate the survivability of their networks, and by regulatory bodies and industry fora to aid in the establishment of network survivability measures and corresponding objectives.

Under its “Standards Project on the Reliability/Availability of IP-based Networks and Services” (Project # T1A1-19), T1A1.2 has agreed to develop two technical reports (see ftp://ftp.t1.org/pub/t1a1/t1a1.2/1a120640.pdf ).  The first, “Technical Report on a Reliability/Availability Framework for IP-based Networks and Services” was approved and comments were resolved as a result of T1 Letter Ballot LB 998, which closed on 8/20/01.  (Note:  This document has been designated T1 Technical Report No. 70.)  T1 Letter Ballot LB 1020 was issued on 9/13/01 for the second technical report, “Draft Proposed Technical Report - IP Access Network Availability Defects per Million”.  (Note:  LB1020 closes on 10/12/01.)

4.1.2 T1 TR No. 70 - Technical Report on a Reliability/Availability Framework for                                    IP-based Networks and Services

(Note:  This document is available at ftp://ftp.t1.org/T1A1/T1A1.2/1a120025.pdf )

Abstract

 This Technical Report (TR) addresses the growing concerns from the telecommunications community about the reliability/availability of IP‑based telecommunications networks, including the services the networks provide under failure conditions.  This includes a set of metrics to evaluate the reliability/availability for IP-based networks and services, as well as their interworking with other technologies, including circuit‑switched networks.  This TR defines:

i. Service outages and associated metrics that encompass Quality of Service (QoS) concepts as well as reliability/availability concepts

ii. The impact of network dimensioning, traffic engineering, and capacity management on service availability

iii. The impact of network element/facility failures on service availability.

This TR addresses the reliability/availability aspects of Service Level Agreements (SLAs).

Assessment

This document contains extensive information aimed a providing a basis for designing and operating IP-based telecommunications networks to meet users’ expectations regarding network reliability and service availability.  The document discusses causes of network failures and resulting impacts based on service characteristics.  It also discusses network design considerations.  Various approaches to operational measurement are presented, including application examples of the Defects Per Million (DPM) concept and a range of metrics that could be used in the development of a Service Level Agreement (SLA).  Its applicability to the issue of defining a “reportable outage” is limited.  The scope of the document is confined to IP-based networks and services.  In cases where actual measurement capabilities are considered, it is in relation to a subset of the services or network elements.  Also, any threshold values or objectives for metrics in the document are solely for illustrative purposes.

4.1.3 Draft Proposed Technical Report - IP Access Network Availability Defects per Million

(Note:  This document is available at ftp://ftp.t1.org/BALLOTS/CURRENT/Lb1020.pdf )

Abstract

This Technical Report (TR) introduces the concept of Defects per Million (DPM) and its use in assessing the availability of IP-based telecommunications networks. DPM definitions are provided for the Access portion of IP networks based on observed failures and related network outage measurements. Illustrative examples are included to support the DPM definitions. The DPM concept is extended to include Predicted DPM through relationships with traditional measures of component reliability such as Mean Time Between Failures. Predicted DPM relates component reliability of new network elements, based on emerging technologies, to network reliability expectations and goals from a service provider’s perspective.

This Technical Report is intended as the first in a series of Technical Reports on the DPM concept. It lays the groundwork for future reports on DPM extensions. The next report will include Backbone networks thereby permitting a complete network availability assessment. Future reports will seek to apply DPM towards a customer’s needs and intended use. They will focus on IP-based services, applications, and their respective customer transactions.

Assessment

This technical report provides a practical way of assessing the availability of IP networks, by using the concept of defects normalized to a defined based—Defects per Million (DPM). The utility of this metric is demonstrated by assessing the availability of IP access networks. Predicted DPM is related to traditional reliability measures such as Mean Time Between Failure (MTBF), thereby providing a means of relating IP equipment reliability to service defects experienced by the user.  Its applicability to the issue of defining a “reportable outage” is limited.  The scope of the document is confined to IP access networks.  Also, threshold values or objectives for the metrics are not specified in the document.

4.2 Internet Engineering Task Force (IETF)

Research was performed to determine if IETF has any definitions for network reliability, system reliability or service reliability.   Found during this discovery was the fact that the IETF has specifications that discuss such aspects of the network and possibly suggest ways of improving or ensuring a reliable network/system/service.  In addition, there are specifications for providing redundancy in networks, systems and services (or back-up, failsafe, take-over), but not for complete networks.

The IETF has measurements for the above including:

· Performance metrics defined as per IPPM WG

· Specifications of terms for benchmarking as per BMWG

· Specifications/recommendations on operational aspects for dns root servers (important that they always be available) as per DNSOP WG

Although the above-mentioned measurements exist, IETF does not have any stated thresholds for determining an outage.  There does not appear at this time to be an effort to develop any measurements or thresholds that are network wide.

The complete IETF WG descriptions and documents can be found at http://www.ietf.org/html.charters.

Network Reliability
4.3 Cable Labs (PacketCableTM)

Background

PacketCable is described on the web site www.packetcable.com:
"PacketCable is a CableLabs-led initiative aimed at developing interoperable interface specifications for delivering advanced, real-time multimedia services over two-way cable plant. Built on top of the industry's highly successful cable modem infrastructure, PacketCable networks will use Internet protocol (IP) technology to enable a wide range of multimedia services, such as IP telephony, multimedia conferencing, interactive gaming, and general multimedia applications. " 

PacketCable is defined through a suite of documents that can be referenced on the PacketCable website.  A survey of this suite found one document that speaks, albeit indirectly, to elements desired for the 2.B2 Report.  This document is described below.

VoIP Availability and Reliability Model for the PacketCableTM Architecture

Abstract

 This Technical Report addresses the issue of availability utilizing end-to-end network models for both the PacketCable and PSTN environments.  Availability and reliability are defined in terms of Uptime, Downtime, Availability and Unavailability.  Examples are presented using Mean Time Between Failure (MTBF) and Mean Time To Repair (MTTR) assumptions.  The service metrics of Cutoff Calls and Ineffective Attempts, adapted from Telcordia specifications and Technical Reports are applied.

Assessment

This document describes the availability and reliability requirements for the development of a residential VoIP service using end-to-end models and assumptions.  It lacks the scope, however, needed to translate operational service metrics information into outage reporting data.  

No other PacketCable documents were found to address operational service monitoring or management.  CableLabs has not typically addressed efforts in this direction in the past.

4.4 Publicly Available Performance Information

The Internet and the World Wide Web were designed to cope with failures within the underlying communications networks, although performance may suffer during those failures. Therefore, performance measures that are based simply on the availability of those underlying networks are misleading. In many cases, multiple major failures in the telecommunications links can occur without having a measurable impact on Internet and Web performance; in other cases, just a few failures can cause an outage or large performance degradation seen by tens of thousands of users. Trying to predict the effect on end users of failures and degradation in the underlying networks and equipment would be a monumental task. Therefore, industry has found that it is better to measure Internet and Web performance directly, from the point of view of the end user, instead of trying to derive that performance from the performance of its underlying components.

Publicly available and commercial measurements may be used as a model for creating measures to be used by U.S. Government agencies to evaluate the long term availability and performance trends of the commercial Internet in the United States. The following are some examples of existing measurements.

4.4.1 Existing Internet and Web Performance Measurements

Most ISPs provide internal, intra-ISP measurements of network round-trip ("ping") time and availability; these are often used as part of the ISP's standard SLAs. A couple of ISPs are beginning to offer inter-ISP measurements as part of SLAs, and some of those are also posting the inter-ISP measurements on a public web page. The advantage of the inter-ISP measurements is that it includes performance across peering points, which are often the most congested and troublesome parts of the Internet.

4.4.2 Research Measurements

CAIDA (Cooperative Association for Internet Data Analysis) is a research organization studying the Internet and its performance. (See www.caida.org/analysis/performance/measinfra/ for CAIDA's index of existing Internet measurement infrastructures.) These are primarily public or academic efforts, on academic equivalents of the public Internet, but a few commercial products are also included. Notable are references to NIMI (the National Internet Measurement Infrastructure; www.ncne.nlanr.net/nimi/ ) and to the project "Multicast-based Inference of Network-internal Characteristics" (www-net.cs.umass.edu/minc/ ) These are projects funded by the U.S. government to measure the Internet; they are still in the research stage.

4.4.3 Commercial Measurement Services

There are a number of companies in the business of providing network measurement services and software. Of these, a couple of companies have created benchmark indices of major websites. These were created primarily for their customers to use to compare their own performance to that of an index and to create a long-term trend line of Internet and Web performance to normalize their own performance trend lines.

We first look at the basic technologies used in these commercial systems, along with the critical factors considered in their design; then we look at some of the benchmark index services that are currently available in the commercial market.

4.4.3.1 Commercial Measurement Technology

There are two fundamental methods for gathering Internet Web performance data that are in commercial use and that can be considered as a basis for third-party performance measurement:

· Measurement Network relies on a topologically distributed network of computers, outside the server rooms, that can perform measurements by using synthetic transactions to emulate a user at a browser. The measurement computers, called "agents," are controlled by the measurement organization and are placed in locations that are representative of the actual end-users. The measurements can be of entire Web transactions; or they can be of individual, complete web pages; of partial pages (e.g., the HTML only); of streaming media clips; of email downloads or file transfers; or of network-level components such as the time for a test packet to make a round-trip (a "ping") or the percentage of times such a ping fails because of a lost packet.

· Peer to Peer is a recent development, just beginning to be commercialized, that uses an embedded end-user agent on many thousands of end-user computers, normally with the agreement of the end users. These embedded agents actively connect to web sites and run synthetic transactions in response to instructions from a central measurement control center. They may add considerable load to an end-user's system, and many plans therefore call for them to run only when the user's system is idle. This is similar to the popular screensaver SETI@home (Search for Extra Terrestrial Intelligence), which is using idle time on thousands of computers to perform mathematical searches through sets of radio telescope data.

Other methods, such as the use of measurement tools embedded in browsers or located within server rooms, where they can inspect packets going to and from servers, are useful for enterprise measurements but are too intrusive to be used by an external organization.

In all cases, some factors are critical to the success of a measurement system:

· Accuracy – Does the system accurately capture the measurements that it claims to record, or are there systematic or random errors in the process? Are there questions about the quality of the recorded data because of errors in the measurement system? If the system runs on a dedicated processor, accuracy should be high. If it runs on shared processors, there can easily be timing difficulties because data will be queued waiting for the measurement process to run. Background system load or variations in processor power can also greatly influence the rendering speed of web pages or the time needed to run heavy client-side processes (e.g., javascript and java).

· Representation – Does the measurement system correctly represent the end user population in terms of geographic location, connection type, access provider, and daily usage pattern? Representation of web users at large requires a very large infrastructure to represent the distributions by geographic location, connection type and backbone. While business connections, if properly located at major nodal points in an ISP, are generally accepted as being representative of business users at that ISP in that geographical area using high-speed access, the situation for home connections is more complex. For example, modem home connections, if properly made by a measurement network, use standard V.90 connections to dial into local POPs – with a new connection for each round of measurements. Because the connections are made into the lowest level of an ISP's router hierarchy, instead of being made into a point near the top of the hierarchy (as is the case with business connections), a poor connection is not necessarily a good indication of widespread problems in that ISP's network in the geographical area. These home connections should be used in the aggregate, with weeks of data, as indicators of overall performance. Unlike the case with business measurements taken at a major ISP nodal point, they can not be used to evaluate an individual ISP's temporary problems in a geographic area.  (Indeed, a "business" measurement at a key point in the ISP's router hierarchy may be a more accurate indicator of home-user performance and availability problems than a few measurements at the bottom of the hierarchy.) For peer-to-peer measurement of home users, accuracy depends on the distribution of the end users who agree to accept agents. Those end-users who agree to accept a peer-to-peer agent may be a self-selected group with unrepresentative Internet connectivity, location, systems, etc. Performance trend lines based on changing user subsets may be misleading, and the connectivity may change from day to day. There may also be a tendency for the P2P agents to be most active at those times that most real end users are inactive. Therefore, there may be many measurements at times of little interest, and few measurements during peak usage hours.

· Technical Detail – Does the system provide sufficient technical detail? Many measurement systems can provide DNS lookup time, TCP Connect time (network-level round-trip) time, redirect time, the time for the arrival of the first response packet, the time to complete the first HTML file download, and the total time to download all content. A good measurements system also provides detailed error statistics, separately tabulating all of the various types of HTTP errors as well as network-level errors (various types of DNS failure, network "host unreachable" errors, TCP connection timeout or active rejection, etc.) A few measurement systems have sophisticated measures of quality as perceived by the end user; e.g., the quality of a streaming video experience.

· Statistics – Does the system use appropriate statistical reporting methods (as discussed above), or does it provide the raw data to permit the appropriate methods to be used?

· Privacy/Security – Can the system be perceived as infringing on an end-user's privacy or on an ISP's proprietary information? Are the agent, database, and data transmission paths secure?

· Cost – How much money and time must be invested to build and maintain the system? Does the external measurement system impose an unreasonable cost on the systems being measured?

· Stability – Will the measurement system be available in the future, or is there a considerable risk that the system will be discontinued without a smooth migration path to a statistically-equivalent system?

4.4.3.2 Commercial Benchmark Index Services

A couple of companies provide aggregated performance indices of the most popular web sites in the U.S. as seen from their distributed network of measurement agents. For example, a typical index is the average response time, and the failure rates, for downloading the home pages of a large set of important business Web Sites over business-class connections (typically dedicated, uncongested T-3 links to key ISP backbone routers), measured every 15 minutes from more than 12 major Internet backbones in the 25 largest metropolitan areas of the United States. Another, similar index is for the home pages of important consumer-oriented Web sites over home-user (V.90 modem) dial-up connections, measured every hour  in the ten largest metropolitan areas of  the United States. There are also specialty indices for various vertical markets and individual "country" Internet performance indexes. One company even has an index of U.S. Government sites.

There are also indices of average response times and success rates for creating a multi-page stock-order transaction on selected brokerage Web sites over business-class connections in the U.S. These complex indices are probably not relevant for a measure of Internet or Web quality, as they rely too much on the performance of the server systems.

Some advanced indices are now appearing for streaming media and for wireless Web connectivity.
A few companies make available matrices of network-level inter-ISP and intra-ISP round-trip packet latency times for the U.S., usually for no fee. A typical matrix includes the top US ISPs in terms of end-user connectivity and is updated every 15 minutes with data from 25 metropolitan areas in the U.S. (This particular example uses geometric means, which are the preferred statistic for the Internet.) Other examples provide maps showing the round-trip times and packet loss rates discovered by thousands of network-level "pings" sent from measurement sites to thousands of locations in the world.

Telcordia Generic Requirements GR-299:  

Reliability and Quality Measurements for Telecommunications Systems (RQMS)
Abstract

RQMS is a Telcordia standard that is used to drive equipment costs of poor quality down for voice and data service providers. The requirements are much more stringent than similar outage criteria for FCC reporting (63.100) and are based on individual components of the VoP solution.  Over the past two years the RQMS forum – made up of service providers and equipment suppliers – has endeavored to characterize outage measurements for the impending Voice over Packet network build-out.  Uptake of the new “converged” network architecture, that is, service providers taking advantage of one packet network infrastructure to offer voice and data services, has been slow.  It was felt that addressing VoP was an adequate start to addressing other packet concerns in the nation’s network.

Target Architecture Overview

Service and Network Controller combine the following functional elements (FEs):

· Call Connection Agent (CCA): A CCA provides much of the necessary call processing functionality to support voice on the core network. A CCA processes messages received from various other FEs to manage call states. A CCA communicates with other CCAs to setup and manage an end to end call. Although each gateway (Access Gateway, Customer Gateway, Signaling Gateway, and Trunk Gateway) is associated with a specific CCA, a CCA instructs gateways with call control commands. A CCA interacts with the Billing Servers to generate usage measurements and billing data, such as Call Data Records\ (CDRs), for billing. 

· Signaling Gateway (SG): An SNC interconnects the VOP network to the PSTN signaling network. An SG terminates SS7 links from the PSTN CCS networks and thus provides the MTP Level 1 and Level 2 functionality. An SG communicates with the CCA to support the end to end signaling for calls with the PSTN. Each SG is associated with a specific CCA. The loss of an SG will contribute to Common Channel Signaling (CCS) Isolation SNC Outages.

· Service Agent (SA): An SA supports supplementary services and generates TCAP messages to interact with Service Control Points for vertical services (intelligent network services) such as 800 and Local Number Portability (LNP). It is initially envisioned that there would be a single SA for the entire VOP network that would interact with and through multiple CCAs. Note: Currently there are no measurements associated with problems associated with the service agent.
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The Core Packet Network Backbone is the packet transport network that provides connectivity to the functional elements in the Voice Over Packet (VOP) network. The Core Network is commonly composed of a group of interconnected Packet Network Elements (Packet NEs). These elements may be ATM and/or IP based. The intent of the RQMS measurements for Core Packet Network Backbone is to track the performance of the Packet NE at a nodal level. That is, the results reported will track the performance of each of the Packet NEs.

The Packet Network Element (Packet NE) transports data and signaling messages between the Voice Over Packet Network Elements. The Packet NEs may support IP routed flows and/or ATM virtual connections. The CCA uses an IP interface or an ATM interface to the Packet NEs for transport of signaling and to control traffic. 

The following capabilities exist within the Packet NEs:

· The Packet NEs support the transport of data and control traffic between the VOP NEs.

· The Packet NEs support ATM virtual circuits and/or IP routed flows

· The Packet NEs support IP and/or ATM interfaces to transport signaling messages (call control).

· The Packet NEs offer services over facilities with controlled access, i.e. appropriate security mechanisms.

A Customer Gateway (CG) provides access to the network to some of the non-traditional CPEs that could have an associated Internet Protocol (IP) address such as IP-phones, personal computers, etc. Although a CG provides many of the functions associated with the AG, this FE is associated with a particular customer (business or residence). The CG is associated with a specific CCA that provides the necessary call control instructions. Calls originating in the CG would by-pass the AG and go directly into the core network.

A Trunk Gateway (TG) supports a trunk side interface to the PSTN.  The TG terminates circuit switched trunks in the PSTN and virtual circuits in the packet network (the core network) and, as such, provides functions such as packetization. Even though a TG terminates trunks in the PSTN, this Functional Element (FE) does not provide the resource management functions for trunks that it terminates. However, the TG has the capability to set up and manage transport connections through the core network when instructed by the Call Connection Agent (CCA). It is associated with a specific CCA that provides it with the necessary call control instructions.

An Access Gateway (AG) supports the line side interface to the Packet backbone. Traditional phones and PBXs currently used for the PSTN can access the Packet backbone through this functional element (FE). As such this FE provides functions such as packetization, echo control, etc. It is associated with a specific Call Connection Agent (CCA) that provides the necessary call control instructions. On receiving the appropriate commands from the CCA, the AG also provides functions such as audible ringing, power ringing, miscellaneous tones, etc. It is assumed that the AG has the functionality to set up a transport connection through the core network when instructed by the CCA.

4.4.4 Application to 63.100

The failure of the following components could cause an outage using the standard 63.100 definition
· SNC Components

· CCA – Call Control

· Signaling Gateway – CCS Isolation

· Large Access Gateways (OC-12+ rates)

· Under Engineered Trunk Gateways – Non-redundant configurations

· Non-redundant packet network connectivity – Dual homing

4.5 Service Level Agreements

Background

SLA Types

There are different types of SLAs.  The most common are:

· Network Availability

· Data Loss

· Delay

These SLAs describe with metrics the service level expected from the customer.  These SLAs can cover one or more of the SLA types shown above and can be simple agreements or highly complex agreements that detail individual services and supply different metrics for each.

A typical SLA would also include trouble resolution metrics that describe response time and maximum time to repair for different types of service affecting events.

Network Availability SLA

The following table shows the availability percentage and the associated downtime for each:

	Availability (percent)
	Actual Downtime (per year)

	100
	None

	99.999
	5 Minutes

	99.99
	53 Minutes

	99.9
	9 Hours

	99.0
	3.6 Days

	98.0
	1 Week

	96.0
	2 Weeks

	90.0
	5 Weeks


Many high-end carriers commit to “Network Availability” of 99.999%

Industry averages for “Network Availability” SLAs are from 99.9% to 99.5%

Network availability is typically reported as a monthly average with refunds offered if the average is below target for 2 consecutive months.

It is typical for network managers to increase bandwidth once 50 to 60 percent utilization is reached.  This reduces the impact of peak loads as well as moderate loss of bandwidth due to partial outages.

Data Loss SLA

Data loss occurs on overloaded networks when routers drop packets they cannot handle.

Data Loss Percentages:

· Voice typically requires less than 1% loss.

· Web surfing can handle up to 5% loss and still be reasonable, although reasonable depends on content and perception.

· Stanford’s Linear Accelerator (a monitoring site) rates losses of 2.5% to 5% as poor.

Few service providers include data loss in their SLAs but those that do typically guarantee 99%.

Delay SLA

Latency or delay is an inherent byproduct of networking.  The amount of delay is critical to some applications like interactive voice and video and transparent to others like e-mail and file transfer.

Acceptable Delay for Voice:

· ITU-T G.114 recommends a maximum of 300 milliseconds round-trip, but notes that longer round-trip latencies are acceptable in some cases, with 800 milliseconds as a recommended maximum.  Cox found that round-trip latencies over 600 milliseconds are rejected by approximately 40% of users ("On the Applications of Multimedia Processing to Communications," Richard V. Cox et al, Proceedings of the IEEE, May 1998)

Service providers that do guarantee delay are in the average of 120 milliseconds with some providers in the 74-96-millisecond range.

Trouble Resolution
This is just what is reads like, how long does it take to bring services back up to agreed upon specifications after a service affecting event.

The following are help desk statistics that reflect the severity of the event, the resolution rate (how much of the problem was fixed in the time shown), and the time to complete repairs up to the resolution rate shown.

	Type
	Resolution Rate
	Time

	Critical
	100 percent
	24 hours

	Major
	90 percent
	30 days

	Minor
	90 percent
	180 days

	Basic Troubleshooting
	100 percent
	4-8 hours


Sample SLA Metrics

	SLA Specific
	Supplier Level
	Provider Level
	Partner Level

	Network Availability
	99.9%
	99.95%
	99.99%

	Outage Impact
	N/A
	N/A
	< 15 minutes per month per user

	Network Delay
	60 ms
	50 ms
	40 ms

	Service Degradation
	N/A
	N/A
	< 5% per 24 hours

	Mean Time to Repair
	4 hours
	2 hours
	1 hour

	Service Monitoring
	Customer is contacted within 30 minutes of outage
	Customer is contacted within 30 minutes of outage
	Customer is contacted within 10 minutes of outage

	Reporting
	Basic reports on providers web site
	Basic reports plus per site reports
	Basic plus customized reporting


Sample Credit Structure

	SLA Specific
	Penalty for missing 1 month
	Penalty for missing 2 consecutive months

	Network Availability
	25% of affected network connection fees
	50% of affected network connection fees

	Outage Impact
	5% of affected sites monthly bill
	10% of affected sites monthly bill

	Network Delay
	20% of any charges the affected site is billed based on QOS (Quality of Service) speeds
	30% of any charges the affected site is billed based on QOS (Quality of Service) speeds

	Service Degradation
	5% of the monthly bill for the covered sites
	10% of the monthly bill for the covered sites

	Mean Time to Repair
	25% of the services affected by the outage
	50% of the services affected by the outage


Assessment

SLAs (Service Level Agreements) are a “feel good” by-product for customers with competent carriers and an enforcement tool to penalize poor providers.  On the one hand, you see 99.8%-99.99% guaranteed network availability and on the other you see that is must be below grade for 2 consecutive months before penalties are imposed and those penalties are 10%-25%.  Latency or delay has tight compliance levels and stiffer penalties but does not come into play during a complete outage.  In other words, as a service provider, one might be better off to break a slow link until it’s repaired rather than limping along as the penalty would be less severe.  Basically, a customer of a good provider only needs the SLA to protect against terrible service, as any minor or short-lived outage would not trigger penalties.

Now, how can we use SLA guidelines to come up with metrics to measure commercial Internet outages?  We certainly cannot apply the same criterion and measurements for things like “Network Availability” since the 2 consecutive Months rule or similar rules to limit premature penalties would seem impossible to manage in a multi-provider, multi-consumer environment.   We may have better success with measurements like “Latency”, “Data Delivery”, or “Mean Time To Repair”.  “Network Availability” would have to be structured appropriately to consider short duration outages of high bandwidth facilities as a real outage.

The real problem is the same one we have been battling with all along and that is “What qualifies as an outage or disruption for packet switching?”  You could be specific and state that a series of metrics be used for each element type or you could generalize a disruption as “any” event of a specified duration.  

Specific metrics:

· Facility outages.  (Ex. OC-3 out for 4 hours)

· High latency.  (Ex. Greater than 100ms? 120ms?)

· High loss.  (Ex. Greater than 0.1%? 0.2%?)

· Long repair intervals. (Ex. Greater than 1 hour? 1 Day?)

Generalized:

· Any event causing delay, data loss, or complete outages, that last for more than 4 hours.

· (Show acceptable levels for each category)

Responsibility

On metrics like latency, an SLA can identify the maximum delay and hold a particular service provider responsible.  On the commercial Internet the metric can be defined but who is the responsible party to hold accountable?

For example:

You may measure 140ms latency between 2 points for some period of time, which in this example qualifies as sub-standard performance.  Let’s say we used a measurement web site as the measurement tool.  Between the source and destination of any 2 sites can be 1 or more service providers.  I would guess an absolute minimum of 2 in most cases.  As there is no “outage” determining the cause of the latency is difficult if not impossible once multiple networks are used.  Since you measure from end to end, there are no intermediate points in the initial measurements making a step-by-step analysis an unreasonable expectation.

4.6 Percentage of Port Availability

This section describes a practical way of assessing the reliability of IP networks, by measuring port availability. The utility of this metric is demonstrated by assessing the reliability of IP access networks. Predicted port availability is related to traditional reliability measures such as MTBF (mean time between failure), thereby providing a means of relating IP equipment reliability to service defects experienced by the user. 

This methodology is seen as being highly useful because it is an extension of the decades-old approach to reliability in which defects are used as the primary measure of component reliability (e.g., FIT rates, or failures per billion hours of use). 

While highly practical, this method is one of several possible methods that could be used for assessing IP reliability, and is not intended to preclude the use of other methodologies.

As a measure, port availability has been used by some carriers to increase the reliability of networks, independent of any underlying technology. Applied to voice calls, port availability readily captures events at the transaction level (e.g., failed calls) and can readily be related to underlying equipment to assess and improve performance. The applicability to IP networks is not so obvious, yet it is critical to be able to relate the reliability of IP networks and services to the reliability of the underlying network elements. 

With the proliferation of technologies such as IP-based systems, there is an urgent need to be able to relate the overall QOS requirements to the performance and reliability of the many underlying network and system elements. Yet to date there is no well-accepted method in the industry for relating failures in network elements to service-level defects, so this report is a start in this much-needed direction. Ultimately, all performance and reliability defects should be expressible in terms of the impact that such defects have on the users of a service.

The basic unit underlying port availability definitions in IP networks is the logical customer port in the access routers of the network. Let:

· N = Total number of logical customer (access) ports

· T = A fixed time interval, typically a day, month, or year, measured in hours

· K(T) = Total number of outages restored during time interval T
· ni  = Number of ports torn down by outage i; where i = 1, 2, …, K(T) are numbered in the order of their restoration

· ti  = Time to restore (TTR) the logical ports torn down by outage i (hours)
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Formula (1) assumes that all logical ports in the IP network are identical in nature. In practice, logical customer ports vary according to their bandwidth. Port bandwidths range from DS-0, DS-1, DS-3, OC-3, OC-12, to OC-48 and possibly higher. An OC-12 port for example may link another network provider with possibly hundreds of individual customers to the IP network. Hence the loss of the OC-12 port will have a greater negative impact than the loss of a DS0 port. One way to capture this bandwidth dependency is to weight the different port populations in accordance with their frequency in the port availability calculation. Consider the following notation:

· B = Total bandwidth of all customer ports in the IP network

· J = Total number of ports in the network

· bj = bandwidth of customer port j; where j = 1, 2, …, J
· nij = number of ports with bandwidth bj down with provisioned customers during outage i; where i = 1, 2, …, K(T) are outages numbered in their order of restoration
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Then 

where T and ti are defined as above. 

4.7 Loss of Network Capacity

IOPS.ORG wrestled with the problem of developing criteria for submitting a report in NRIC-V’s voluntary trial. The principal problem is that an Internet “outage” is difficult to define. Communications services might be available but might be so degraded as to be considered unacceptable. For example, say a customer usually downloads a particular web page in ten seconds; if the download takes 10 minutes on a particular day, then that customer has, in effect, experienced a service outage. However, the problem might be caused by an overload on the web server rather than by a network fault, in which case it is not a network “outage” at all, and the ISP is nether responsible nor able to rectify the situation.

Because of these and other issues, IOPS concluded that considerable time and effort would be required to develop a comprehensive, measurable, and meaningful set of criteria for identifying situations that should be reported during the voluntary trial. In the interest of expediency, therefore, the following guidelines were proposed as a first cut for when to submit a report: 

1. Losing an aggregate of OC-48 in private-line access bandwidth for more than 30 minutes, or

2. Losing the equivalent of an OC-12 in dial-up access bandwidth for more than 30 minutes, or

3. Losing radius authentication service for more than 30,000 customers for more than 30 minutes.

These criteria have the following important attributes:

· They are straightforward for operators to use. Network operators are normally very busy, and they are especially busy when network problems occur. They do not have time to make complex calculations or to make sensitive decisions not related to repairing the problem (i.e., for a voluntary trial).

· They are roughly comparable to those used by wireline telcos that are required to report service outages. For example, an OC-12 line can carry about 30,000 dial-up customers at 28 kb/s.  

· They are manifestations of significant problems that are clearly network-related.

· They should result in a reasonable compromise between too many reports (overly lax criteria) and too few reports (overly stringent criteria)

· They would likely result in some sort of notice being sent to customers. The ISP business is extremely competitive. ISPs are therefore reluctant to make publicly available information that could give their competitors a marketing advantage. However, it an “outage’ were severe enough that it would be known to the public, then there is no additional “threat” in reporting the outage as part of the NRIC trial.

5 Conclusions

External measurements are available today and may provide some indication of the general health of the Internet.  However, additional work would have to be done in order to better understand exactly what is measured and the effectiveness of those measurements.  

If external measurement ("Download of Web pages and other files from major Web addresses") is to be investigated as a possible measure, the following tentative recommendations may be considered:

· A standardized, public methodology should be used to choose the representative sites, and the number should be limited. Neilsen/Netratings, Jupiter/Media Metrix or a similar organization can be used to obtain site statistics.

· The methodology must be designed to ensure long-term stability of the trending measurement base, ensuring that changes in the measurement are due to real Internet and Web performance changes, not to changes in the list of measured sites.

· The measure should include the download of entire pages, to capture improvements in Web technology (CDNs, other overlay networks, caching).

· The measurement computers should use standard desktop software (Windows/2000) with the standard TCP/IP stack and its defaults to perform the measurements. Any DNS failure, access failure, or pause in download for greater than one minute is treated as a download failure. Incomplete download contents (e.g., missing page elements) are not treated as download failures, as long as the base HTML arrived completely.

· The measured sites must be offered the assurance that the additional load from the measurements will not be noticeable (e.g., less than a very small percentage of the normal load). As these sites will be chosen because they're among the heaviest-loaded sites on the Web, this should not be a problem.

· The measurement computers must be located at representative points in the Internet for both business and home users. The choice of these locations, and the necessary number of locations and frequency of measurement for statistical validity, is the subject of further investigation. (As discussed in the body of the report, measurement from major nodal points on uncongested, high-bandwidth links is best for showing problems with peering points and for finding major outages affecting many users in the routing hierarchy. Measurement on low-bandwidth links in minor locations usually hides peering problems, as the latency and queuing on the low-bandwidth link are far greater than any typical peering latency.  However, at least a few such measurements are required to see true end-user performance on low-bandwidth links. Many thousands of such measurements might be able to give a reasonable view of problems in a routing hierarchy despite being made at the bottom of the hierarchy.)

If measurement of the underlying performance of the Internet on direct user-to-user connections is also desired, these tentative recommendations may be useful:

· A standardized, public methodology should be used to choose the representative measures.

· The methodology must be designed to ensure long-term stability of the trending measurement base, ensuring that changes in the measurement are due to real Internet performance changes, not to changes in the list of measured sites.

· The measure must include paths that traverse peering points as well as paths that are confined within major ISPs.

· The measurement computers must be located at representative points in the Internet for both business and home users. The choice of these locations, and the necessary number of locations and frequency of measurement for statistical validity, is the subject of further investigation. (As discussed in the body of the report, measurement from major nodal points on uncongested, high-bandwidth links is best for showing problems with peering points and for finding major outages affecting many users in the routing hierarchy. Measurement on low-bandwidth links in minor locations usually hides peering problems, as the latency and queuing on the low-bandwidth link are far greater than any typical peering latency.  However, at least a few such measurements are required to see true end-user performance on low-bandwidth links. Many thousands of such measurements might be able to give a reasonable view of problems in a routing hierarchy despite being made at the bottom of the hierarchy.)

Furthermore, not all aspects of the Internet experience for end users may be captured by any of these external measurements, e.g., access to the ISP via dial-up.

ISP based services are complex and quite broad in their application across the industry.  As mentioned in the background materials (Section 3), it is difficult if not impossible to predict the direct correlation between the performance of any provider’s network and the experience of the end user. However, since the Internet is created by the compilation of components of so many diverse players, each player’s quality of service is critical to the success of the overall enterprise.  Therefore, the chosen recommendation needs to be easy to measure and consistent across all the players in the ISP arena.   In this vein, two recommendations are being considered:  percent port availability and loss of network capacity.

Percent Port Availability

Percent port availability is a simple, straightforward methodology which can be implemented by all service providers across the industry.  The simple calculation is as follows:  (# of minutes of downtime * # of unavailable ports on a router)/(# of minutes in a day * # of provisioned ports in the network).   In addition to the ease of measuring, this methodology takes into account the relative impact to a carrier instead of only considering aggregate absolute numbers.  A reportable outage would occur on any day in which this metric exceeds 0.1% ports unavailable.  In addition to the reportable outages, a best practice would be for all networks to carefully investigate internally any days in which the metric exceeds 0.01% ports unavailable.

Loss of Network Capacity

IOPS.ORG has developed a first cut at straightforward criteria for when an ISP should submit a report to NRIC’s voluntary trial. An “outage” report would be submitted if any of the following situations occurs:

· Losing an aggregate OC48 private line access for greater than 30 minutes

· Losing an equivalent OC12 of dial-up access for greater than 30 minutes

· Losing radius authentication service for greater than 30,000 customers for greater than 30 minutes.

The quantitative capacity and duration values were chosen to be roughly comparable to those used by wireline telephone companies that are required to report outages. 

6 Recommendations
As has been shown above, there is much activity in the area of performance measurements, but, unfortunately for this report, the traditional standards bodies that work on these issues are not quite ready with recommendations on what the metric or standard, e.g., numbers vs. measurements, should be in this area.  Therefore it is recommended that the efforts of these and other groups continue to be monitored for the expected delivery of these metrics or standards.
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Appendix A

List of Acronyms

AAL

ATM Adaptation Layer

AD

Area Directors

AG

Access Gateway

ANSI

American National Standards Institute

AOL

America On-Line

ASI

SBC Advanced Services, Inc.

ATIS

Alliance for Telecommunications Industry Solutions 

ATM

Asynchronous Transfer Mode

BECN

Backward Explicit Congestion Notification

BICI

Broadband Inter-Carrier Interface
BMWG
Benchmarking Work Group (IETF group)

CAC

Connection admission controls

CBR

Constraint-Based Routing

CCA

Call Connection Agent 

CCITT

(now ITU-TSS)

CCSN

Common Channel Signaling Network

CDN

Content Distribution Network(s)

CDR

Call Data Records

CDV

cell-delay variation

CG

Customer Gateway

CIR

Committed Information Rate

CLR

cell-loss ratio

CPE

Customer Premises Equipment

CRC

Cyclic Redundancy Check 

DE

Discard Eligibility 

DLCI

Data Link Connection Identifiers 

DNS

Domain Name System 

DNSOP WG 
Domain Name System Operations Work Group (IETF activity)

DPM

Defects Per Million

DSL

Digital Subscriber Line

FCC

Federal Communications Commission

FE

Functional Element

FECN

Forward Explicit Congestion Notification 

GR

Generic Requirements

HDLC

High Level Data Link Control

HTML

Hypertext Markup Language

IAB

Internet Architecture Board

IANA

Internet Assigned Numbers Authority 

IAP

Internet Access Provider 

IESG

Internet Engineering Steering Group 

IETF

Internet Engineering Task Force

IP

Internet Protocol

IPPM WG
Internet Protocol Performance Metrics Working Group

IPX

Internetwork Packet Exchange

ISDN

Integrated Services Digital Network 

ISOC

Internet Society 

ISP

Internet Service Provider  

ITU-TSS 
(formerly CCITT)

LAN

Local Area Network

LATA

Local Access Transport Area

LB

Letter Ballot 

LIV

Link Integrity Verification 

LMI

Link Management Interface 

LNP

Local Number Portability 

MAE-EAST
Metropolitan Area Exchange East

MAE-WEST
Metropolitan Area Exchange West

MOO

Minutes Of Outage 

MPLS

Multi-Protocol Label Switching 

MSN

Microsoft Network

MTBF

Mean Time Between Failure 

MTP Level 
Media Transport Protocol

MTTR

Mean Time To Repair 

N-ISDN
Narrow-band ISDN 

NNI

Network Node Interface 

NRIC

Network Reliability and Interoperability Council   

OC

Optical Carrier

OSI

Open Systems Interconnection

P2P

Peer to Peer

PBX

Private Branch Exchange  

P-NNI 

Private Network Node Interface (ATM Forum)

POP

Point of Presence  

PPP

Point to Point Protocol

PSTN 

Public Switched Telecommunications Network

QoS

Quality of Service 

QuEST
Quality Excellence for Suppliers of Telecommunications

RQMS

Reliability and Quality Measurements For Telecommunications Systems 

SA

Service Agent 

SCP

Service Control Point

SDH

Synchronous Digital Hierarchy

SETI@home 
Search for Extra Terrestrial Intelligence 

SG

Signaling Gateway

SLA

Service Level Agreements 

SNC

Service and Network Controller 

SONET
Synchronous Optical Network 

SP

Service Provider

SS7

Signaling System 7 (CCSN protocol)

SSP

Service Switching Point

STP

Signal Transfer Point

SVC

Switched Virtual Circuits 

T1A1

ATIS Committee T1 Technical Committee


T1AG

T1 Advisory Group 

TCAP 

Transaction Capability Application Part

TCP

Transmission Control Protocol 

TG

Trunk Gateway

TR

Technical Report 

TSC

Technical Subcommittees (ATIS T1 groups)

UNI

User-Network Interface

UPC

Usage Parameter Control

URL

Uniform Resource Locator

VBR

Variable Bit Rate

VCC

Virtual Channel Connection

VCI

Virtual Channel Identifier

VoIP

Voice over Internet Protocol

VoP

Voice over Packet

VP

Virtual Path 

VPC

Virtual Path Connection 

VPI

Virtual Path Identifier 

WAN

Wide Area Network

Appendix B

Definition of Frame Relay and ATM
Define Frame Relay Fast Packet Switching 

Frame Relay is a simplified form of Packet Switching similar in principle to X.25 in which synchronous frames of data are routed to different destinations depending on header information.  The biggest difference between Frame Relay and X.25 is that X.25 guarantees data integrity and network managed flow control at the cost of some network delays. Frame Relay switches packets end to end much faster, but there is no guarantee of data integrity at all.

Frame Relay is cost effective, partly due to the fact that the network buffering requirements are carefully optimized. Compared to X.25, with its store and forward mechanism and full error correction, network buffering is minimal. Frame Relay is also much faster than X.25: the frames are switched to their destination with only a few byte times delay, as opposed to several hundred milliseconds delay on X.25.

Frame Relay uses the synchronous HDLC frame format up to 4kbytes in length. Each frame starts and ends with a Flag character (7E Hex). The first 2 bytes of each frame following the flag contain the information required for multiplexing across the link. The last 2 bytes of the frame are always generated by a Cyclic Redundancy Check (CRC) of the rest of the bytes between the flags. The rest of the frame contains the user data.

Virtual Circuits

Packets are routed through one or more Virtual Circuits known as Data Link Connection Identifiers (DLCIs). Each DLCI has a permanently configured switching path to a certain destination. Thus, by having a system with several DLCIs configured, you can communicate simultaneously with several different sites. 

Data Integrity

There is none. The network delivers frames, whether the CRC check matches or not. It does not even necessarily deliver all frames, discarding frames whenever there is network congestion. Thus it is imperative to run an upper layer protocol above Frame Relay that is capable of recovering from errors, such as HDLC, IPX, or TCP/IP.  In practice, however, the network delivers data quite reliably. Unlike the analog communication lines that were originally used for X.25, modern digital lines have very low error rates. Very few frames are discarded by the network, particularly at this time when the networks are operating at well below design capacity. 

Flow control and Information rates

There is no flow control on Frame Relay. The network simply discards frames it cannot deliver.  When you subscribe, you will specify the line speed (e.g. 56 kbps, T1, or some carriers offer DS3) and also, typically, you will be asked to specify a Committed Information Rate (CIR) for each DLCI. This value specifies the maximum average data rate that the network undertakes to deliver under "normal conditions". If you send faster than the CIR on a given DLCI, the network will flag some frames with a Discard Eligibility (DE) bit. The network will do its best to deliver all packets but will discard any DE packets first if there is congestion. Some inexpensive Frame Relay services are based on a CIR of zero. This means that every frame is a DE frame, and the network will throw any frame away when it needs to. 

Frame Relay provides indications that the network is becoming congested by means of the Forward Explicit Congestion Notification (FECN) and Backward Explicit Congestion Notification (BECN) bits in data frames. These are used to tell the application to slow down, hopefully before packets start to be discarded.  Use of FECN and BECN are rarely seen in Public Frame Relay networks due to conflict of interest between customer and network provider.  The public frame relay network provides connectivity to many customers and it would be up to each customer’s CPE to act upon FECN and BECN indicators to alleviate the network congestion.

Status polling

The Frame Relay Customer Premises Equipment (CPE) polls the switch at set intervals to find out the status of the network and DLCI connections. A Link Integrity Verification (LIV) packet exchange takes place about every 10 seconds, which verifies that the connection is still good. It also provides information to the network that the CPE is active, and this status is reported at the other end. About every minute, a Full Status (FS) exchange occurs, which passes information on which DLCIs are configured and active. Until the first FS exchange has occurred, the CPE does not know which DLCIs are active, and so no data transfer can take place.

There exist various standards for the Status Polling function. The oldest, the Link Management Interface (LMI), was a temporary standard adopted by manufacturers prior to the international standards bodies getting their standards out. It is supposed to have disappeared when the official ANSI T1.617 Annex D (known as ANSI or Annex D) standard came out, but it has acquired a life of it's own. A newer standard, Q.933 has also been approved, largely to accommodate Switched Virtual Circuits, when these become available.

Frame Relay is used mostly to route Local Area Network protocols such as IPX or TCP/IP. It can also be used to carry asynchronous traffic, SNA or even voice data. Its primary competitive feature is its low cost. In North America it is fast taking on the role that X.25 has had in Europe: the most cost effective way to hook up multiple stations with high speed digital links. 

Define ATM 

ATM stands for Asynchronous Transfer Mode. ATM is a connection-orientated technique that requires information to be buffered and then placed in a cell. When there is enough data to fill the cell, the cell is then transported across the network to the destination specified within the cell.  ATM is similar to packet-switched networks, but there are several important differences: 

a) ATM provides cell sequence integrity i.e. cells arrive at the destination in the same order as they left the source. This may not be the case with other packet-switched networks. 

b) Cells are much smaller than standard packet-switched networks. This reduces the value of delay variance, making ATM acceptable for timing sensitive information like voice. 

c) The quality of transmission links has lead to the omission of overheads, such as error correction, in order to maximize efficiency. 

d) There is no space between cells. At times when the network is idle, unassigned cells are transported. It is this technique that allows ATM to be more flexible than Narrow-band ISDN (N-ISDN), and hence ATM was chosen as the broadband access to ISDN by the CCITT (now ITU-TSS). The broadband nature of ATM allows for a multitude of different types of services to be transported using the same format. This makes ATM ideal for true integration of voice, data and video facilities on one network. By consolidation of services, network management and operation is simplified. However, new terms of network administration must be considered, such as billing rates and quality of service agreements.  The flexibility inherent in the cell structure of ATM allows it to match the rate at which it transmits to that generated by the source. Many new high bit-rate services, such as video, are variable bit rate (VBR). Compression techniques create bursty data which is well suited for transmission using ATM cells. 

The Protocol Reference Model

In a similar way to the OSI 7-layer model, ATM has also developed a protocol reference model, consisting of a control plane, user plane and management plane.  The User plane (for information transfer) and Control plane (for call control) are structured in layers. Above the Physical Layer rests the ATM Layer and the ATM Adaptation Layer (AAL).  The management plane provides network supervision. 

ATM Layer. 

Responsibilities

The ATM layer is responsible for transporting information across the network. ATM uses virtual connections for information transport. The connections are deemed virtual because although the users can connect end-to-end, connection is only made when a cell needs to be sent. The connection is not dedicated to the use of one conversation. The connections are divided into two levels:

· The Virtual Path (VP)

· The Virtual Channel (VC)

It is the properties of the VP and VC that allow cell multiplexing. There is a complication in that cell switching requires only the value of the VP Identifier (VPI) to be known. 

Cell Structure

The structure of the cell is important for the overall functionality of the ATM network. A large cell gives a better payload to overhead ratio, but at the expense of longer, more variable delays. Shorter packets overcome this problem, however the amount of information carried per packet is reduced. A compromise between these two conflicting requirements was reached, and a standard cell format chosen. The ATM cell consists of a 5-octet header and a 48-octet information field after the header for a total cell length of 53 bytes.

The information contained in the header is dependent on whether the cell is carrying information from the user network to the first ATM public exchange (User-Network Interface - UNI), or between ATM exchanges in the trunk network (Network-Node Interface - NNI).

Virtual Channels. 

The connection between two endpoints is called a Virtual Channel Connection, VCC. It is made up of a series of Virtual channel links that extend between VC switches. The VC is identified by a Virtual Channel Identifier, VCI. The value of the VCI will change as it enters a VC switch, due to routing translation tables. Within a virtual channel link the value of the VCI remains constant. The VCI (and VPI) are used in the switching environment to insure that channels and paths are routed correctly.  They provide a means for the switch to distinguish between different types of connection. 

There are many types of virtual channel connections, these include:

· User-to-user applications. Between customer equipment at each end of the connection.

· User-to-network applications. Between customer equipment and network node.

· Network-to-network applications. Between two network nodes and includes traffic management and routing.

Virtual channel connections have the following properties:

· A VCC user is provided with a quality of service, QoS, specifying parameters such as cell-loss ratio, CLR, and cell-delay variation, CDV.

· VCCs can be switched or semi-permanent.

· Cell sequence integrity is maintained within a VCC.

· Traffic parameters can be negotiated, using the Usage Parameter Control, UPC.
Virtual Paths

A virtual path, VP, is a term for a bundle of virtual channel links that all have the same endpoints. As with VCs, virtual path links can be strung together to form a virtual path connection, VPC. A VPC endpoint is where its related VPIs are originated, terminated or translated. 

Virtual paths are used to simplify the ATM addressing structure. VPs provide logical direct routes between switching nodes via intermediate cross-connect nodes. A virtual path provides the logical equivalent of a link between two switching nodes that are not necessarily directly connected on a physical link. It therefore allows a distinction between logical and physical network structure and provides the flexibility to rearrange the logical structure according to traffic requirements. 

As with VCs, virtual paths are identified in the cell header with the Virtual Path Identifier, VPI. Within an ATM switch, information about individual virtual channels within a virtual path is not required, as all VCs within one path follow the same route as that path. 

ATM Adaptation Layer

Responsibilities

The ATM Adaptation Layer, AAL, performs the necessary mapping between the ATM layer and the higher layers. This task is usually performed in terminal equipment, or terminal adaptors, TA, at the edge of the ATM network. 

The ATM network is independent of the services it carries. Thus, the user payload is carried transparently by the ATM network. The ATM network does not process, or know the structure of the payload. This is known as semantic independence. The ATM network is also time independent, as their is no relationship between the timing of the source application and the network clock. 

All of this independence must be built into the boundary of the ATM network, and falls into the realm of the AAL. The AAL must also cope with:

Data flow to application 

Cell delay variation, CDV 

Loss of cells 

Misdelivery of cells 

A telecommunication service is defined on the following parameters:

Timing relationship between source and destination. 

Bit-rate. 

Connection mode. 

Parameters such as communication assurance are treated as quality of service parameters. As a result, four classes of service have been defined. 

The classes of service are general concepts, but these they are mapped onto different specific AAL types.

Class A: AAL 1. 

Class B: AAL 2. 

Class C & D: AAL 3/4. 

Class C & D: AAL 5. 

AAL type 1 

· Video signal transport for interactive and distributive services. 

· Voice band signal transport. 

· High quality audio transport. 

AAL type 2

· Transfer of service data units with a variable source bit-rate. 

· Transfer of timing information between source & destination. 

AAL types 3-4

· AAL 3 was designed for connection-orientated data, while AAL 4 for connectionless-orientated data. They have now been merged to form AAL 3/4.

AAL type 5

· AAL 5 is designed for the same class of service as AAL 3/4, but contains less overhead.  Majority of all commercial ATM traffic is of type AAL5 today.

Differences between ATM and Frame Relay

· ATM transport is via fixed length cells and Frame Relay transport is via variable length frames

· Frame Relay is best for bursty LAN traffic whereas ATM defines multiple classes of service to support constant bit rate (voice) traffic as well as variable (bursty) types of traffic.

· ATM provides the means to define Quality of Service parameters for each Class of Service

· Frame Relay access begins at 56/64 Kbps and has a maximum access bandwidth of DS3 whereas ATM access generally begins at the DS1 level and can progress through SONET transport speeds (OC12, OC48 etc).
Frame Relay to ATM conversion

The Frame Relay Forum has defined two different methodologies for interworking between Frame Relay and ATM protocols.

Network Interworking

Network Interworking involves Frame Relay transport over an ATM core network via encapsulation of the Frame Relay frame in multiple ATM cells for transport across an ATM network.  The encapsulation is removed at the destination and delivered as Frame Relay.

Service Interworking

Service Interworking defines the conversion from Frame Relay to ATM.  Unique Frame Relay characteristics are mapped to ATM cell characteristics.  Service interworking is typically used to connect a frame relay end-user to an ATM end-user via the public packet infrastructure.

Appendix C

Non-IP Additional Topics

Review Deployment and Current Status 

X.25 service was offered at one time as a public data offering but was Grandfathered several years ago.  Certain internal systems still use the X.25 network for transport.

Frame Relay service is available throughout ASI territory in every LATA.  Switch Vendors initially developed stand-alone Frame Relay switches, however, ATM was rapidly developing at the time that Frame Relay was gaining in popularity and was proving to be a more robust switching platform for a core public infrastructure.  Today switch manufacturers almost exclusively use ATM switches to service Frame Relay.  The core of the switching machine is based on the ATM protocol and the vendors develop interface cards to accept Frame Relay connections.

ATM is essentially available in every LATA where Frame Relay is also offered.  Many corporate networks are designed in a “hub and spoke” type of arrangement.  Typically smaller branch offices might be connected via Frame Relay while the “Host” location or the Corporate Headquarters might be a larger ATM access pipe.

Standards

Frame Relay Forum

The Frame Relay Forum has developed a series of standards for the Frame Relay protocol.  

ATM Forum

The ATM forum has established a robust set of specifications that provide a stable ATM framework.  The most basic ATM standards are those which provide the end-to-end service defintions: ATM Class of Services.  An important ATM standard and service concept is that of service interworking between ATM and Frame Relay, whereby ATM services can be seamlessly extended to lower-speed frame-relay users.

ATM User Network Interface (ATM UNI) standards specify how a user connects to the ATM network to access these services.  

Two ATM networking standards have been defined which provide connectivity between network switches and between networks:

· Broadband Inter-Carrier Interface (BICI)

· P-NNI (P could be “public” or “private” and NNI is network-to-network interface or “node-to-node-interface”)

PNNI is the more feature-rich of the two and supports class of service-sensitive routing and bandwidth reservation.  It provides topology-distribution mechanisms based on advertisement of link metrics and attributes, including bandwidth metrics.  It uses a mutilevel hierarchical routing model providing scalability to large networks.  Parameters used as part of the path computation process include the destination ATM address, traffic class, traffic contract, QoS requirements and link constraints.  Metrics that are part of the ATM routing system are specific to the traffic class and include quality of service-related metrics and bandwidth –related metrics.  The path computation process includes overall network-impact assessment, avoidance ofloops, minimization of rerouting attempts, and use of policy (inclusion/exclusion in rerouting, diverse routing, and carrier selection).  Connection admission controls (CACs) define procedures used at the edge of the network, whereby the call is accepted or rejected based on the ability of the network to support the requested QoS  Once a VC has been established across the network, network resources have to be held and Quality of service guaranteed for the duration of the connection.

Internet Engineering Task Force (IETF)

The Internet Engineering Task Force (IETF) is a large open international community of network designers, operators, vendors, and researchers concerned with the evolution of the Internet architecture and the smooth operation of the Internet. It is open to any interested individual. 

The actual technical work of the IETF is done in its working groups, which are organized by topic into several areas (e.g., routing, transport, security, etc.). Much of the work is handled via mailing lists. The IETF holds meetings three times per year. 

The IETF working groups are grouped into areas, and managed by Area Directors, or ADs. The ADs are members of the Internet Engineering Steering Group (IESG). Providing architectural oversight is the Internet Architecture Board, (IAB). The IAB also adjudicates appeals when someone complains that the IESG has failed. The IAB and IESG are chartered by the Internet Society (ISOC) for these purposes. The General Area Director also serves as the chair of the IESG and of the IETF, and is an ex-officio member of the IAB. 

The Internet Assigned Numbers Authority (IANA) is the central coordinator for the assignment of unique parameter values for Internet protocols. The IANA is chartered by the Internet Society (ISOC) to act as the clearinghouse to assign and coordinate the use of numerous Internet protocol parameters. 

Integration with IP

Most Industry speculation today for true integration between ATM networks and IP networks resides around a standard known as MPLS (Muti-protocol Label Switching).  MPLS is not really new to the industry, it has simply evolved from multiple vendor proprietary implementations to an industry wide protocol.  

MPLS seeks to combine the flexibility of the IP network layer with the benefits of a connection-oriented approach to networking.  MPLS, like Frame Relay and ATM is a label switched system that can carry multiple network layer protocols.  Similar to Frame Relay and ATM, MPLS sends information over a WAN in frames or cells.  Each frame/cell is labeled and the network uses the label to decide the destination.  In an MPLS network explicit paths can be defined or IP routing can be used to decide the path.  MPLS networks can use frame relay, ATM and PPP as the link layer.  These different link layers can be employed because data is switched according to a label and not an IP address.  MPLS separates the task of transmitting packets (forwarding) from network control or routing.  This makes MPLS extensible to many environments including SDH (Synchronous Digital Hierarchy) and Optical networks.

Standards bodies (IETF and ATM forum) are in the process of defining the standards for forwarding of packets from an ATM network to an IP network.

It is worth noting that ATM and IP are not competing technologies.  ATM operates at Layer 2 of the OSI reference model.  IP is a Layer 3 protocol and interoperates just fine with ATM.  It is actually Ethernet at Layer 2 that can be substituted for ATM delivery.
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