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P  R  E  F  A  C  E

_______________

The NRIC Network Reliability Best Practices are a treasure for the communications industry.  They are vital to the reliability of the nation’s public communications networks and services.  The Best Practices are the result of an enormous amount of research, thought and discussion.  They exist because of the voluntary contributions of companies, and the commitments and sacrifices of individuals.  Each organization should be proud of their representatives – who not only brought valuable expertise and insights to the work, but also, throughout the discussions and decisions, demonstrated a sincere, shared intention of doing what is best for the nation’s public networks.  These individuals are identified by name in this report.  However, many others - the experts who supported the listed representatives, and the many who contributed to previous Councils - are not.  On behalf of everyone who depends on the reliability of the public communications networks of the United States of America, my profound gratitude to all of those who carried the burden of progress over both the recent months and recent decades.

This Final Report was completed during the months immediately following the terrorist attack of September 11, 2001.  The industry matched the unprecedented network infrastructure damage with an unprecedented mutual aid emergency response to reconstitute the affected networks and services.  The industry’s high level of implementation of these Best Practices was a major factor that prevented the impact of that damage from being much greater.  
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1 Executive Summary

The NRIC Best Practices Subcommittee was chartered to provide recommendations for the FCC and the telecommunications industry that, when implemented, will assure optimal reliability of public telecommunications networks.  The fifth Council emphasized Best Practices for Packet Switching public telecommunications networks.  The Best Practices Subcommittee’s accomplishments are in five areas:  

1.  Refined and modified existing Best Practices for applicability for Packet Switching

2.  Continued development of new Best Practices (packet, wireless, cable)

3.  Evaluated and reported on the extent to which Best Practices are being used

4.  Identified ways to increase the use of Best Practices 

5.  Monitored developments to ensure that network reliability is not at risk

Summary statistics include: 

· 4 industry developments monitored and addressed, including September 11, 2001 Terrorist Attack and the California Energy Crisis (Section 3)

· 36 companies and organizations represented in the Subcommittee; over half of these were new to NRIC Best Practices work (Section 2)

· 255 Best Practices (Appendix A)

Industry Survey

An industry survey was successful in measuring implementation of Best Practices by Service Providers, Network Operators and Equipment Suppliers.  There was a strong increase in the number of participants since the last NRIC survey (1999), as the Council broadened its scope to include more respondents (45, up 375%).  Specifically, to address the emphasis on packet switching, 19 business units responded to the survey.    

Key Learnings

The Subcommittee documented its key learnings throughout this report.  These include: 

· There is a high level of Best Practice Implementation in the industry

· The Best Practices are effective in promoting network reliability

· Most Best Practices are not high in cost to implement

· There is risk to not implement the Best Practices

· Existing Best Practices are sufficient, if implemented, in preventing outages reported under the NRIC V Subcommittee 2.B1 Trial

Subcommittee Recommendation

The Subcommittee, supported by survey results that demonstrated a high level of implementation and effectiveness of these Best Practices, has developed the following recommendation for the Council:   

The Council recommends that the NRIC V Network Reliability Best Practices be implemented, as appropriate, by Service Providers, Network Operators and Equipment Suppliers in order to assure optimal reliability of public telecommunications networks.  These Best Practices have been revised and expanded to apply to all segments of the industry including wireline, wireless, cable telecommunications, data services, and Internet service providers.  

Value Added

Highlights of value added from the fifth Council’s Best Practices include:

· Enhanced list of Best Practices applicable to Packet Switched Networks 

· Insights into Best Practices associated with Network Security, Emergency Preparedness and Disaster Recovery 

· Increased confidence in effectiveness of Best Practices 

· Improved understanding of factors affecting Best Practice implementation

· Increased accessibility for users and potential implementers of Best Practices (via enhanced Web Site)

Best Practices are not effective until implemented.  And to be implemented, they need to be accessible and meaningful to individuals with many different responsibilities and perspectives.  “People implement Best Practices.”  For this reason, an increased emphasis was been placed on the perspective of the potential user.  This was a challenge because the subject matter can be highly technical and the application scenarios vary widely.  
Next Steps

The Best Practices, while not industry requirements or standards, are highly recommended.  The First Council stated, “Not every recommendation will be appropriate for every company in every circumstance, but taken as a whole, the Council expects that these findings and recommendations [when implemented] will sustain and continuously improve network reliability.”  This statement has been confirmed for the fifth Council’s edition of the Best Practices - for both circuit switched and packet switched networks.  Still, the Subcommittee recognizes the need for vigilance in addressing any possible new vulnerabilities that may arise from emerging technologies, such as converged networks or all packet/all optical networks.  

Service Providers, Network Operators and Equipment Suppliers should update their understanding of Network Reliability Best Practices by reviewing this most recent edition.   

2 Subcommittee Overview

This section provides a description of the Best Practices organizational structure,  charter, participants, scope of work, schedule, and limitations.  
2.1 Organizational Structure

The NRIC V Steering Committee organized the Network Reliability work into four Subcommittees, as shown in Figure 1.  Two of these Subcommittees were established to focus on Best Practices - one for “Circuit Switching” and another for “Packet Switching”.  The distinction was made to ensure a distinct focus would be placed on Packet Switching communications services.  

Throughout most of this document the two Subcommittees are referred to as a single Subcommittee.  The work between the two Subcommittees was carefully coordinated.  As covered in the next section, most of the Best Practices-related aspects of the Council Charter were focused on Packet Switching.  The Packet Switching Best Practices Subcommittee (2.A2) became the focus, and it is where the work was completed.  
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Figure 1.  NRIC V Organizational Structure
2.2 Charter

The Subcommittee Charter was developed with the assistance of the Council Steering Committee during the initial months of the Subcommittees’ formation.  The Subcommittee Charter is based closely on the Council Charter
.  
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The purpose of the Best Practices Subcommittee is to provide recommendations for the FCC and to the telecommunications industry that, when implemented, will assure optimal reliability of public telecommunications networks.  The duties of the Subcommittee will be to gather the data and information necessary to prepare studies, reports, and recommendations for assuring optimal packet switched network reliability within the parameters set forth in the NRIC V Charter.  The Subcommittee will also monitor future developments to ensure that network reliability is not at risk.  

Building on the work of NRIC IV, as appropriate, the Subcommittee will continue to develop best practices recommendations and refine or modify, as appropriate, best practices recommendations.  The Subcommittee will evaluate and report on the extent to which telecommunications common carriers and equipment suppliers are using best practices recommendations and applicable ANSI Committee T-1 standards, and identify ways to increase the use of best practices and relevant Committee T-1 standards by telecommunications service providers and equipment suppliers.  

The Subcommittee’s scope includes packet switching-based wireless network services.   

2.3 Participants

Recruiting an outstanding team of subject matter experts was a top priority.  The greater the expertise of the team – including the expertise that they represent from their organizations – the greater the help the team would be to the FCC, industry and public.  The team was able to speak authoritatively on network reliability Best Practices. 

The participants included several who had been involved in the earlier Councils.  In addition, there was a special challenge to recruit new perspectives needed to address packet technology.  Organizations and experts needed were deeply involved in the fast moving frontier of data networking.  It should also be noted here that the team operated despite substantial turmoil in the industry – companies were implementing business restructuring and downsizing programs.  The effort to recruit new perspectives was successful, as over half of the participating organizations are new contributors to NRIC Best Practices.
  
[image: image26.wmf]NRIC V Structure

Industry Role

Service Provider

Network Operator 

Equipment Supplier

(any combination of above)

Network Type

Circuit

Packet

Both

Keywords

Policy

Industry Cooperation

Network Design

Network Provisioning

Network Operations

Network Interoperability

Technical Support

Network Elements

Essential Services

Security

Procedures

Facilities

Power

Fire

Emergency Preparedness

Disaster Recovery

(any combination of above)

Previous

associations

retained

NRIC IV Structure

Service Provider

Power 

Essential Services

Procedural

Facility

Fire

Network Element

Equipment Supplier


[image: image27.wmf]Equipment Suppliers

Equipment Suppliers

Others

Others

Service Providers 

and/or

Network Operators

Service Providers 

and/or

Network Operators

AT&T

AT&T

PJ 

PJ 

Aduskevicz

Aduskevicz

Rick Canaday* 

Rick Canaday* 

Brad Beard

Brad Beard

BellSouth

BellSouth

Marc 

Marc 

Schwait

Schwait

, 

, 

Archie McCain

Archie McCain

Covad Communications

Covad Communications

Michael 

Michael 

Marchando

Marchando

Level3

Level3

Doug Sicker

Doug Sicker

Worldcom

Worldcom

Ahmed Patel

Ahmed Patel

Qwest 

Qwest 

Jamal 

Jamal 

Boudhaouia

Boudhaouia

Rachel 

Rachel 

Torrence

Torrence

Sprint 

Sprint 

Danmei Wu

Danmei Wu

SBC Communications

SBC Communications

Jim Lankford*

Jim Lankford*

Arvind Mallya 

Arvind Mallya 

Verizon

Verizon

Wayne Chiles*

Wayne Chiles*

Alcatel

Alcatel

Ken Biholar

Ken Biholar

Cisco Systems

Cisco Systems

Art Reilly*

Art Reilly*

Convedia 

Convedia 

Garland 

Garland 

Sharratt

Sharratt

Juniper Networks

Juniper Networks

Fred Stringer

Fred Stringer

LongBoard

LongBoard

Philip Patrick*

Philip Patrick*

Lucent Technologies 

Lucent Technologies 

Anil Macwan*

Anil Macwan*

Karl Rauscher, 

Karl Rauscher, 

CHAIR

CHAIR

James Runyon

James Runyon

Nortel Networks

Nortel Networks

Dean Henderson*

Dean Henderson*

Marconi Communications

Marconi Communications

Brad Nelson

Brad Nelson

FCC 

FCC 

Kent Nilsson, 

Kent Nilsson, 

D.F.O.

D.F.O.

Whitey Thayer*

Whitey Thayer*

Shanti 

Shanti 

Gupta

Gupta

Mitretek Systems

Mitretek Systems

Michael 

Michael 

Caloyannides

Caloyannides

Telcordia Technologies

Telcordia Technologies

Rick Harrison

Rick Harrison

Gary Hayward* 

Gary Hayward* 

Pete 

Pete 

Shelus

Shelus

SAIC 

SAIC 

Hank Kluepfel*

Hank Kluepfel*

USTA 

USTA 

Norb Lucash*

Norb Lucash*

Figure 2.  Network Reliability Best Practices Subcommittee Members
*Members who provided leadership for various Task Groups.    
In addition to having a balance of Service Provider, Network Operator, and Network Equipment Supplier organizations represented, the members also brought perspectives from a large number of quality, reliability and related standards industry groups, several of which are international in scope.  

ASQ 

American Society for Quality

ATM 

Asynchronous Transfer Mode Forum

IEC 

International Electrotechnical Commission

IEEE CQR  
IEEE Communications Society Technical Committee on Communications Quality & Reliability

IPDR 

Internet Protocol Data Record Organization

ISC 

International Softswitch Consortium

NIIF  

ATIS Network Interconnection Interoperability Forum

NRSC  

ATIS Network Reliability Steering Committee

NSTAC  
National Security Telecommunications Advisory Committee

QuEST   
Quality Excellence for Suppliers of Telecommunications TL9000

RQMS Forum
Telcordia Reliability and Quality Measurements for Telecommunications Systems

SIP Forum   
Session Initiation Protocol Forum

T1A1  

ATIS Committee T1, Performance & Signal Processing

WERT

Wireless Emergency Response Team
2.4 Scope of Work

The Subcommittee’s scope included circuit switched and packet switched public telecommunications networks, both wireline and wireless.  
The Subcommittee had strong representation of industry expertise that spanned packet switching technology:  frame relay, ATM, IP, and hybrids.  The Subcommittee also had broad representation across network “space”:  core access, gateway, edge, Softswitch, and feature and media servers.  Further, the Subcommittee had diverse representation across business perspectives:  from pre-IPO/start-up LongBoard, to incumbents like AT&T.  There are also acquisitions and mergers represented, such as Nortel and Bay Networks and Lucent Technologies with Ascend. 

Focus on Packet Switched Networks

As directed by the Council Charter, the Subcommittee focused on Best Practices for assuring the reliability of public packet switched networks and services.  

Packet networks were introduced over 20 years ago, and have experienced phenomenal growth since the mid-1990s.  This has been primarily due to the growth of the Internet and the conversion of more and more transmission systems to packet technology  (e.g., digital cellular, air phone).  In the future, packet technology will probably replace the existing circuit-switched infrastructure.  It is reasonable to assume that all packet networks in the future will be able to meet the stringent requirements of a circuit based network (e.g., QoS, delay constraints) and will be capable of carrying all circuit based traffic.

In this document, the term “packet networks” is used as a generic term that includes Frame Relay (FR), Asynchronous Transfer Mode (ATM) and Internet Protocol (IP), Multi-Protocol Label Switching (MPLS), etc.  Further, the term “packet switching” is an inclusive term that includes routing (e.g., IP routing).  Each of these packet-based protocols is defined by various standards bodies (e.g., ANSI, CCITT/ITU, ATM Forum, IETF).

Unlike circuit switching, which is a connection-oriented network, packet switching may be either connection-oriented, connectionless, or both.  In packet-switched networks, data to be transferred across a network is segmented into small blocks called packets, each containing data and an identification that enables the network hardware to know how to send it forward to the specified destination.

Access to the packet network will typically be via an ‘edge’ Network Element (e.g., an access packet network or a circuit switch with packet gateways) or a next generation multi-service switches (e.g., Softswitches).   Since a packet network is substantially different than the circuit network, new capabilities or features -- subscriber, system and/or network features -- will be required.

From a network reliability perspective, this document focuses on those Best Practices that should be implemented either by the Service Provider, Network Operator or Equipment Supplier.  Implementation of the Best Practices will not only prevent network outages but also ensure that the packet networks will become increasingly reliable.

2.5 Schedule

There were three aspects of the Subcommittee’s work:  Planning, Execution, and Reporting.  Figure 3 overlays additional details along the Subcommittee’s operational timeline.  
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Figure 3.  Subcommittee Schedule
2.5.1 Planning

The planning work included clarification of the Subcommittee Charter and Scope, research to determine the industry stakeholders, recruitment of industry subject matter experts, and organization of the Subcommittee and development of a schedule.  The NRIC Charter defined the Council’s termination date as January 6, 2002.

2.5.2 Execution

The execution work consisted of refining and modifying the existing Best Practices (from NRIC IV), developing new Best Practices, evaluating the use of Best Practices, and monitoring the use of Best Practices.  The approaches taken are discussed in Sections 3-7.  The execution work included coordination with other Focus Groups
, 

2.5.3 Reporting

The Subcommittee made five reports to the Council at its scheduled meetings from August 2001 through January 2002.   These reports provided updates each time and followed the following outline:  

· Charter

· Membership

· Deliverables

· Timeline

· Recommendations / Next Steps 

This Final Report contains the most complete description of the Subcommittee.   

2.5.4 Key Learnings

Workshop 

A key element of the success of this Subcommittee was holding an intense, 3-day workshop.  The working session was held in January 2001 and allowed the team to remain focused on hundreds of Best Practices in an effective and cost-efficient manner.  Hundreds of Best Practices were reviewed in detail and a high degree of consensus attained through sustained, deep technical discussions.
2.6 Limitations

Best Practices are not requirements or standards.  Not every recommendation will be appropriate for every company in every circumstance, but taken as a whole, the Council expects that these findings and recommendations [when implemented] will sustain and continuously improve network reliability.
  Previous Councils identified Best Practices, already in use by individual companies, for consideration by the rest of the industry.  

In addition to expanding the Best Practices scope to include Packet Switching, the Subcommittee also gave increased attention to the wireless and cable network communications services.  

3 Monitored Industry Developments

In partial fulfillment of the requirements of the Subcommittee charter, industry developments were monitored.  This section describes the Subcommittee’s activities related to the following four areas:

· September 11, 2001 Terrorist Attack

· California Energy Crisis

· Outage Events Reported Under the NRIC V Voluntary Trial

· Network Reliability Steering Committee (NRSC) Areas of Interest
3.1 Response to September 11, 2001 Terrorist Attack

The September 11, 2001 terrorist attack on the World Trade Center and the Pentagon were historic events with a profound impact on our nation and our industry.  Although damage to communications facilities at the Pentagon were limited, the collateral damage to telecommunications infrastructure in the immediate vicinity of the collapsed WTC buildings was significant.  This resulted in an unprecedented shut-down of the New York Stock Exchange for 3 days while necessary facilities could be restored to allow near-normal business activity.

The role of communications in this tragedy was unlike any previous event.  Many stories were recorded of victims reaching out to loved ones in their last moments via telephone, wireless phone and Email.  Communications networks in many areas, not just in the immediate vicinity of the disasters, were stressed well beyond their designed capacities.  Remarkably, no significant network failures occurred other than in proximity to Ground Zero.  All affected service providers, and their equipment suppliers, were inundated with demands for service from emergency agencies responding to the disaster.  The spirit of cooperation and commitment to maintain and restore service as quickly as possible was a hallmark of the industry’s response to these events.

With the work of the Wireless Emergency Response Team (WERT)
, the capabilities of our technology were taken to a new level that will serve as a model for disaster response into the future.  The WERT was established on the night of September 11, 2001 for the purpose of providing coordinated wireless industry support for the Search and Rescue crews looking for survivors trapped in the World Trade Center rubble.  No trapped survivors were found.  However, the WERT response to the September 11 crisis demonstrated that wireless communications can be a highly valuable resource for future Search and Rescue needs.  Specifically, this team provided substantial value in these ways:
· keeping rescue teams from danger by quickly discrediting false reports

· confirming as safe, individuals thought to be missing

· helping family members achieve closure

· assuring the public - both here and abroad - that all known technological approaches were being used to listen for any cellular or pager communication being sent from the rubble
· spearheading a crisis and exposing many ripe opportunities so that this capability can be enhanced and optimized as documented in this report.

Follow-up study groups are planned that will include invitations to other members of industry and other stakeholders.  The members of the WERT have agreed to be available to provide this capability on a going-forward basis.  
During the October 30, 2001 Council Meeting, representatives of several service providers and industry segments reviewed the extensive industry mutual cooperation that occurred to support search and rescue efforts
 and reconstitute communications networks
.  Clearly the lessons of these tragic events will shape decisions of policymakers and business leaders into the future as our nation reacts to a new paradigm of national security.  It is significant to note that the evolution of the communications infrastructure over the past decade, aided by the rapid expansion of technological innovation, minimized the effects of the physical damage to network.  Many Best Practices inherent in the design and deployment of the network contributed to this network robustness.  Still, all parties in the industry, in its broadest definition, must re-examine their network reliability and survivability strategies with a dramatically changed view of the potential threats to our nation and our business.

3.1.1 Addition of “Emergency Preparedness” and “Disaster Recovery” as Available Keywords.

Many of the existing Best Practices pertain to Emergency Preparedness and Disaster Recovery, but were not readily identified.  These practices highlight activities that may prevent and/or mitigate the effects of outages. 

In response to the interest in, and need for, readily identifying those Best Practices that are applicable to Emergency Preparedness and Disaster Recovery, the Subcommittee has provided keyword associations for these categories.  Best Practices were identified as “Emergency Preparedness” if they may prevent or mitigate a disaster.  The criteria for “Disaster Recovery” included those actions that would enhance recovery from an event more expeditiously.  145 Best Practices were identified as being associated with Emergency Preparedness and 116 Best Practices were found to be applicable to Disaster Recovery.  

The Best Practices associated with Keywords can be found with Appendix A and Appendix B.  Additional Information about the use of keywords can be found in Section 7.    

3.1.2 Key Learnings 

The events of September 11, 2001 caused enormous physical damage to one of the most concentrated communications infrastructures in the world.  Traffic volumes jumped significantly throughout the public networks, in some cases exceeding the network capabilities.  All members representing Service Providers reported that their companies went to their highest level of readiness and security.  It should be noted here that the Key Learnings described below are not presented as Best Practices, but are recognized by the Subcommittee as areas warranting further investigation.  

Location of Network Operations Center (NOC)

Several Service Providers reported that, after the event, they were prompted to review the location of Network Operations Centers.  Locations in high-rise building in major cities are viewed with a new concern.  The Subcommittee discussed this situation at some length, to consider if Best Practices should be developed to assist and support the location selection and protection of Network Operations Centers.  Since NOCs are a specific component in the network, it is outside the scope of the Subcommittee to specify recommendations for such components (i.e., such specific recommendations would be quite narrow and detailed).

However, open for consideration is a study of Network Operations models and the security of buildings housing these operations to determine if a basic or minimum model actually exists in the industry.  This model, if discovered or developed, would act as a reference model for those looking for support rather than a Best Practice.

IP Network Vulnerabilities

After the events of September 11, 2001 several of the news media published stories about IP network vulnerabilities.  An example is “Study: Many U.S. Government Web Sites at Risk of DNS Outage”.
  Upon review the Subcommittee noted Best Practice number 5-510 covered this concern.  This Best Practice recommends that DNS systems should be treated as critical systems and networks designed to meet that requirement.

Building Access
In the post–September 11 environment, physical access and security issues were raised.   In response, existing emergency procedures should be reviewed, enhanced if needed, and exercised.  The situation reinforced the need for Best Practice 5-598 “Develop Crisis Management Exercises”. 

3.1.3 Special Briefings to Government Agencies with National Security Concerns

The public communications networks are critical infrastructure for national security.  As such, the reliability of these networks is vital.  For this reason, various government agencies with national security responsibilities have reviewed the NRIC Network Reliability Best Practices.  Special briefings were provided to these agencies.  

3.2 California Energy Crisis

Implementation of NRIC Network Reliability power-related Best Practices ensured that the California Energy Crisis did not result in outages in public communications networks.    To assist the industry, the most recent draft of the power–related Best Practices was made available on the NRIC Web site in February 2001.   

SBC Pacific Bell incurred numerous rolling power "blackouts" during 2001.  During the rolling power outages, SBC Pacific Bell did not have any instance where customer service was affected.  All of SBC Pacific Bell's critical offices/facilities such as central offices, data centers and essential administrative centers have back-up power (generators, batteries, and UPS - Uninterrupted Power Supplies).  Central offices have enough fuel on hand for 3 to 5 days, depending on the size of the office.  Contingency plans were in place to provide fuel for critical Central offices during disasters or crises, and are in place for the essential administrative centers.  For each company location, organizations had in their multi-hazard plan, provisions for relocating their critical business functions and personnel to an alternate site where business could be reestablished, at least at minimum levels should the need arise.  Multi-hazard plans are reviewed and tested at least annually.

Below is a synopsis of the California power industry and the SBC Pacific Bell organizations that reacted during the power "blackouts".  Sections 3.2.1-2 have been provided by SBC.  

3.2.1 Background on the California Power Industry

California Independent System Operator (CAISO)

The California power grid is a network of long-distance, high-voltage transmission lines and substations that carry bulk electricity to local utilities for distribution to their customers.  The CAISO controls 75 percent of the California Grid and includes the transmission systems formerly operated by the three investor-owned utilities in the state (Pacific Gas & Electric, Southern California Edison and San Diego Gas & Electric).  This backbone to the state's transmission network covers 124,000 square miles or three-quarters of the state.  More than 164 billion kilowatt-hours of electricity will be delivered each year across the Grid, enough to serve the annual energy needs of 27 million Californians.

Power plants meeting up to 45,000 megawatts of peak demand are connected to the Grid. This makes the control area the second largest in the U.S.
 and the fifth largest in the world.  Part of the CAISO's commitment to reliability requires transmission Planning and Operations functions.  CAISO is charged with creating grid enhancements to meet its high standards for reliability, minimizing costs while maximizing performance of the Grid.

CAISO is charged with managing the flow of electricity along the long-distance, high-voltage power lines that make up the bulk of California’s transmission system.  CAISO was created in March, 1998, when California opened its energy markets to competition and the state’s investor-owned utilities turned their private transmission power lines over to the CAISO to manage.  The mission of the CAISO is to safeguard the reliable delivery of electricity, facilitate markets and ensure equal access to a 12,500 circuit mile “electron highway.”

California Utilities Emergency Association

The Governor of California originally chartered the California Utilities Emergency Association (CUEA) in 1952 as part of the state's Civil Defense Plan.  The Association was created by a Joint Powers Agreement to represent California utilities on utility emergency-related issues.

The CUEA provides a structure for efficient communications and coordination among government agencies and public and private utilities throughout the State.  The Association's activities focus on emergency related response, restoration, and operational and business continuity for gas, electric, water, wastewater, telecommunications and pipeline utilities in California.

The CUEA is funded primarily by member utilities and operates and manages the Utilities Branch of the Governor's Office of Emergency Services (OES).  CUEA's strong working relationship with OES enhances government and utility's emergency coordination activities.  CUEA coordinates and represents public and private utility-related emergency planning, response and recovery concerns.  Its strategic goals are:

· Enhance member's disaster planning, response and recovery capabilities 

· Provide information on disaster planning, response and recovery, and enhance educational opportunities for members 

· Enhance representation and coordination for members on emergency-related issues 

· Increase and diversify membership and numbers of actively participating members 

State of California Power Alerts

A Notice is issued by the CAISO when the System Reliability of the CAISO Controlled Grid is in danger of instability, voltage collapse, or under-frequency.  These issues are usually caused by transmission or generation trouble in the CAISO Control Area, or events outside of the CAISO Control Area that could result in a cascade of events throughout the Western Systems Coordinating Council (WSCC) grid.  Emergency Notices specifically relating to deficiencies in regulation or operating reserve are issued by the CAISO based on the following level of severity:

Stage 1:  Actual or anticipated Operating Reserves are less than WSCC Minimum Operating Reserve Criteria

Stage 2:  Actual or anticipated Operating Reserves are less than or equal to five percent (5%)

Stage 3:  Actual or anticipated Operating Reserves are less than or equal to one and one half percent (1.5%).

There is no action required of SBC Pacific Bell at any stage.  However, "rolling blackouts" can be ordered by the CAISO at a Stage 3 alert.  If rolling blackouts are not implemented when power demand exceeds supply, voltage collapse or under-frequency conditions (brownouts) can result.  Brownouts have the potential for causing damage in the SBC Pacific Bell communications network.

Power Utilities Roles & Responsibilities

The power utilities in the state serve as distributors of power bought from the ISO.  The major utilities are: 

· Pacific Gas & Electric

· San Diego Gas & Electric

· Sacramento Metropolitan Utilities District

· Los Angeles Department of Water & Power

· Southern California Edison

When reserves are exhausted, the ISO tells a utility to cut consumption by a certain number of megawatts.  If this fails to eliminate the shortage, blackouts are ordered.  The utilities decide which customers will have their power cut and then notifies appropriate regional substations when to cut power.  Switches are controlled manually during blackouts.

Utilities divide customers into emergency groups, blocks or grids to scatter power outages across an area.  Groups are listed by megawatt consumption and power is cut when the appropriate number of groups meets the ISO demand.  Power is usually cut off between 1-2 hours.  Public service providers, such as fire and police stations are exempt from blackouts.  SBC Pacific Bell is non-exempt at this time.

3.2.2 SBC Pacific Bell Emergency Preparedness

SBC Pacific Bell regards Emergency Preparedness and Response as an important fundamental Company responsibility necessary for the preservation of the California State Telecommunications Infrastructure and the protection of lives and property.

It is SBC Pacific Bell's policy to achieve the necessary preparedness and disaster response capability, guided by a well thought out plan, which enables trained employees to execute their emergency roles.  To that end, the SBC Pacific Bell organizations listed below are key to emergency preparedness.
Operations Information Control Center (OICC)

The SBC Pacific Bell OICC is the single point of contact for emergencies, accidents, failures, activities, or any situations affecting the network, physical plant, buildings, and personnel of SBC Pacific Bell and SBC Nevada Bell.

OICC managers assure that information and requests for assistance are communicated and processed quickly to assure the best possible service to SBC Pacific Bell and SBC Nevada Bell customers.

The OICC receives reports regarding current alert status, and maintains a toll free number for power related reports from the power companies.  SBC Managers monitor this line on a 7 day / 24 hour basis.  Significant information is communicated to senior management whenever there is a Power Alert.

Network Operations Center (NOC)

There are two NOC’s in California, one in San Diego and one in Sacramento.  Any condition that impacts SBC Pacific or SBC Nevada Bell's ability to process wire-line traffic in our network is immediately identified in the NOC via intelligent telemetry.  If possible, the NOC, utilizing remote access to its network, will rectify the problem and clear the alarm.  If manual intervention is required at the site of the outage, the NOC will notify the appropriate organization, arrange for the dispatch of technicians, and coordinate the restoration of the impacted network elements.  In short, the NOC is responsible for identifying a problem, communicating the problem, and coordinating the resolution to the problem.

3.3 Outage Events Reported Under the NRIC V Voluntary Outage Reporting Trial

The Charter of Subcommittees 2.B1 and 2.B2 included a voluntary outage reporting trial that is described in detail in the report of Focus Group 2, Subcommittee 2.B1.  

This Subcommittee was responsible to determine if the Best Practices noted in these outage reports were sufficient in addressing the outages, or whether additional Best Practices were needed.  

The NRIC V Outage Reporting Trial yielded 5 outages, 3 of which were associated with packet switched networks and services, and 2 of which were associated with wireless networks and services.   

Consistent with the guidelines to protect proprietary information – particularly information that would identify a particular Service Provider, Network Operator or Equipment Supplier – Subcommittee 2.B1 provided Subcommittee 2.A2 with a “scrubbed” version of the outage reports.
  The Subcommittee reviewed each of these outage reports and determined that existing Best Practices, if implemented, would have prevented, or mitigated the effects of, the outages, when prevention was possible.  The only exception was the September 11, 2001 Terrorist Attacks on the World Trade Center.  In this case the high level of Best Practices implemented contributed significantly in reducing the potentially much greater impact of the attacks and resulting damage to network infrastructure.   

3.4 Network Reliability Steering Committee (NRSC) Areas of Interest

3.4.1 Final Service Disruption Reports with Limited Best Practices Analysis

One key learning gained from the review of any outage involves identifying those practices and procedures that may have prevented the incident or mitigated its effect on customer service.  To further the goal of information sharing as a means of preventing outages in the future, the FCC, in Part 63.100 of its Rules, requires carriers to file Final Service Disruption Reports on the incident, including "listing and evaluating the effectiveness and application in the immediate case of any best practices or industry standards identified by the Network Reliability Council to eliminate or ameliorate outages of the reported type.”

The Alliance for Telecommunications Industry Solutions (ATIS) sponsors the Network Reliability Steering Committee (NRSC) that was established to analyze and report to the industry and the FCC on outage trends and other insights gleaned from reviewing outage reports filed with the FCC.  During a recent meeting of the NRSC, an FCC staff member noted that many Final Reports omitted reference to Best Practices or did not address practices that may have prevented the outage.  A task force was setup to review these reports and to determine if additional Best Practices were needed to address the causes of these incidents.

The task force examined 45 outage reports for incidents between 3Q00 and 2Q01 with limited or no reference to preventive Best Practices.  During this 12 month period carriers submitted 199 final reports, including some reports that were not included in the quarterly NRSC analysis since they were below the 30,000 customer/30 minute threshold.  The results of this analysis are in Table 1 and additional details about the 45 reports are included in Appendix D.

Table 1.  Summary Statistics for Reports with Limited Best Practice Analysis
	
	Number of Reports
	Percentage of Universe
	Percentage of Total for the Period

	Universe Examined
	45
	100%
	23%

	Fire-Related Outages
	18
	40 %
	9%

	Outages With Applicable  BP(s)
	12
	27%
	6%

	Outages with No Apparent BP
	15
	33%
	8%


Fire-related outages account for 40% of the reports without significant discussion of Best Practices.  In the FCC Rules, Section 63.100 (d), the Commission requires that any carrier “ that operates transmission or switching facilities and provides access service or interstate or international telecommunications service that experiences a fire-related incident in any facilities which it owns, operates or leases that impacts 1000 or more service lines must notify the Commission if the incident continues for a period of 30 minutes or longer.”  Analysis of the 18 fire-related outages produced observations shown in Table 2.  

Table 2.  Observations of 18 Fire-Related Outages

	Analysis Category
	Number of Cases

	Fire in Non-Telco Buildings Caused Cable Damage
	6

	Vehicle Fires Damaged Aerial Cable
	4

	Proximity to Power Facilities Resulted in Damage
	4

	Arson Damaged Cable
	2

	Uncontrolled Fires on Open Land Caused Damage
	2


Generally the existing Best Practices cover fire prevention strategies within Service Provider buildings and do not apply to any of these outages.  Fortunately there were no reports of fire-related incidents within carriers’ buildings that met the reporting thresholds.  Diversity of interoffice transport facilities may prevent an outage due to fire on one side of a ring, but many of these cases involve subscriber cables where diversity is not a reasonable option. 

Based on the Task Force’s review and analysis of the 45 outage reports, the Subcommittee concludes that no additional Best Practices are warranted by the relatively small number of instances where no appropriate practice currently exists.  Fire-related outages, the vast majority of which do not meet the 30,000 customer/30 minute threshold, are most frequently caused by conditions beyond the control of the service provider.  For these reasons, the Subcommittee does not plan to take further action at this time.  Carriers are reminded that appropriate review and evaluation of Best Practices is an important element of the Final Service Disruption Report.

3.4.2 Increasing Trend in Signaling Outages

The 2Q2001 Macro-Analysis NRSC Report identified an increasing trend in the number of Common Channel Signaling (CCS) outages.  The trend is associated with the analysis period from 1993 through mid-2001.  

A CCS Outage Ad Hoc Task Group was formed under the direction of the NRSC to study the situation.  The Task Group examined outages and causes, identified possible causes of increase in frequency, and determined further actions required.  The Group produced a report that concluded the following:

· All of the outages were addressed by existing Best Practices
· In 4Q00, “CCS outages had their highest frequency since 4Q93 and the highest total for any two consecutive quarters.” 

· Analysis of outages for 1Q01 indicates the frequency of CCS outages over the last four quarters (24) was the greatest of any four consecutive quarters.

· Analysis of outages did not identify new cause(s) or reason(s) for the recent increase in frequency

· Procedural errors and hardware design (redundancy) are the predominant root causes 
The NRSC has already taken steps to alert Network Operators of the need to emphasize the implementation of existing Best Practices.  This effort included a letter to the National ESAC.   A continued high level of CCS outages may warrant additional steps in focusing industry attention on the situation, further highlighting applicable Best Practices.  

4 Modification and Refinement of Existing Best Practices

In partial fulfillment of the requirements of the Subcommittee charter, existing Best Practices were refined and modified, as appropriate, for applicability to packet switched networks.  Section 4 describes the Subcommittee’s activities related to reviewing and editing the Best Practices inherited from previous Councils.  In addition to considering appropriate adjustments for making existing Best Practices applicable to packet switched networks, the Subcommittee also considered applicability for wireless and cable technologies and networks.  Section 5 discusses the development of new Best Practices.  These Best Practices were fine tuned as new learnings were gleaned from the developments reviewed in Section 3.  

4.1 Methodology

The first step in refining and modifying existing Best Practices is identifying the set of Best Practices to be reviewed.  The Best Practices documented from the previous Council have been available on several web sites
.  There were 232 NRIC IV Best Practices.  These were arranged under two major headings and six subheadings (count per heading in parenthesis) as follows:

Service Provider (204)

Power (74)

Essential Services (18)

Procedures (32)

Facility (41)

Fire (34)

Network Element (Non-Procedural) (5)

Equipment Supplier (28)
The Subcommittee systematically reviewed each Best Practice with the following considerations:  

1. grammar and readability, including terminology

2. applicability to packet switched networks

3. applicability to wireless and cable networks

4. refinements or modifications to Best Practices to improve applicability

5. appropriate heading(s) or keyword(s) associations

6. augmentations to the original intentions to include other concerns, such as network security

7. providing meaningful examples and helpful references

The Subcommittee’s thoroughness in conducting its review can best be conveyed by using examples.  The following paragraph shows the words deleted (strikethrough) and words added (underlined):  



Figure 4.  Examples of Refinements and Modifications

In both the Power (PW01) and Network Element (NE02) statements, examples can seen of adjustments to improve applicability by striking terminology that was limited to circuit switched environments.  Other adjustments include adding packet switched oriented examples and improving readability.

The Subcommittee worked on the text of each Best Practice until a consensus was reached.  The process required a considerable amount of face to face and conference call time.  An intense 3 day workshop was an effective vehicle that allowed for effective and efficient progress in meeting this challenge.

The Subcommittee determined that a significant amount of overlap existed between packet switched and circuit switched technologies when it comes to network planning design, operations and maintenance.  In most cases, the intent of the Best Practice was applicable to packet switched networks, even though the original wording was oriented for circuit switched networks.   This led the Subcommittee to make significant modifications to the NRIC IV Best Practices deemed to be applicable to packet switching with over 1,000 changes made.  The result formed the foundation of the NRIC V packet switching Best Practices.  Several Best Practices were combined by using multiple keywords.  This reduced the total number.  

4.2 Results

The Subcommittee reviewed 232 NRIC IV Best Practices - 97% of which are applicable to packet switched networks.  Of this 97%, the Subcommittee accepted 18% “as is” and refined and/or modified the other 82%.  In the end, the Subcommittee implemented over 1,000 changes. 

A survey was conducted among Subcommittee members to measure the thoroughness of the pace of the review discussions.  The survey found that 100% of the respondents were satisfied with the pace of the discussions.   

4.3 Key Learning

Commonality of Circuit Switched and Packet Switched Operations

The Subcommittee agreed that a significant amount of overlap existed between packet switched and circuit switched technologies when it comes to network planning, design, operations and maintenance.  In most cases, the intent of the Best Practice was applicable to packet switched networks, even though the original wording was oriented for circuit switched networks.

This observation is very important, especially for incumbent carriers.  Organizations that are compliant with the intent of existing NRIC IV Best Practices should be very well poised to be compliant with the NRIC V edition.  This point should be highlighted and used to diffuse any discussion pertaining to the perceived problems with packet switched networks.

4.4 Recommendation

The material in Section 4 provides additional support for the recommendation submitted in Section 6.  

5 Development of New Best Practices

In partial fulfillment of the requirements of the Subcommittee charter, new Best Practices were developed to address unique vulnerabilities associated with packet switched networks.   Section 5 describes the Subcommittee’s activities related to developing new Best Practices.  In addition to considering appropriate adjustments for making existing Best Practices applicable to packet switched networks, the Subcommittee also considered applicability for wireless and cable technologies and networks.  These Best Practices were fine tuned as new learnings were gleaned from the developments reviewed in Section 3.  

5.1 Methodology

The first step in approaching the challenge of developing new Best Practices for packet switched networks was to understand the characteristics and concerns related to potential vulnerabilities.  Subcommittee members were asked to engage their organization’s subject matter experts to identify such areas.
  

The new Best Practice candidates were introduced to the team in a unique fashion.  This involved splitting the team into several smaller groups that would discuss the Best Practice proposals of the respective members.  This preview allowed the team to “scrub” and clarify the Best Practices so they could be presented back to the larger team.  It was felt that this method would not only maximize the team’s use of time but also minimize the need for drawn out discussions and critiques of the proposals.  After the “cleansing” of the Best Practice candidates, they were compiled and presented back to the Subcommittee.  The initial tact was for the Subcommittee to spend several iterations organizing the entries into existing categories.  Members were given an opportunity to challenge the proposed Best Practice and to decide what category it belonged in.  During this phase the necessity for new categories became evident.

These areas of concern and proposed new Best Practices were then categorized into the following ten areas:  

1. Policy

2. Network Design

3. Network Provisioning

4. Network Operations

5. Network Elements

6. Procedures

7. Power

8. Equipment Supplier

9. Emergency Services

10. General Editing

These new categories would later be used as keywords, along with the categories inherited from NRIC IV (see Section 4.1).  Other keywords were subsequently added (Network Interoperability, Network Security, Technical Support).  

The resulting discussions were focused on two objectives.  First, members made submissions of proposed Best Practices to the Subcommittee.  Second, the members were asked to systematically review the open concerns to determine what could be done to address them.  All proposals were discussed, and accepted if consensus could be reached.  

The goal of this effort was to have different experts in both the packet switching and the circuit switching lines of companies to review the existing Best Practices and propose new Best Practices.  As Section 4 evidences, the Subcommittee had a strong start regarding circuit switched networks.  Clearly this effort needed to draw on the packet switched networks expertise.  A point to be stressed here is that these discussions were not limited to adding Best Practices within the NRIC IV categories.  Members were urged to seek guidance in those areas but also to seek out new areas - including determining any gaps in the NRIC IV suite.

5.2 Results

66 new Best Practices were developed and agreed to by the Subcommittee
.  The NRIC Best Practices Web site includes information about the history of a given Best Practice.  By using these references, the new Best Practices can be distinguished from those generated by previous Councils.  

5.3 Focus Group IV “Network Interoperability” Review & Input

Participants in Focus Group 4, Network Interoperability, had expertise in the field of Internet Protocol and data networks.  The Subcommittee leadership worked with the leadership of Focus Group 4 to coordinate two separate reviews of the Best Practices.  Focus Group 4 was asked to focus on the Best Practices associated with the “Network Interoperability” keyword.
 

The Subcommittee reviewed the comments presented from Focus Group 4, which covered Best Practices beyond those associated directly with Network Interoperability.  

Over 75% of the Best Practices were accepted "as-is".  The Subcommittee studied the remainder of the comments and modifications were made as appropriate.  The insights offered by Focus Group ranged from readability issues to topics at the heart of the intent of a Best Practice.  

5.4 Key Learnings

Previous Sections of this Report documented two approaches that were used to arrive at Best Practices.  Sections 3 and 4 built on the key learnings from historic analogy (e.g., outage events) and from adjusting existing Best Practices.  A third approach is independently reviewing the possible vulnerabilities.  This approach is particularly important when the environment includes or anticipates changes in technology or architecture.  This third approach was used as a “Checklist” to determine the coverage of the Best Practices.  

The Subcommittee used work from the IEEE Communications Society Technical Committee on Communications Quality & Reliability (CQR) as a high level Checklist to evaluate the Best Practices coverage (Figure 5.).  A Key Learning is the observation that the NRIC Best Practices address aspects of each of the areas identified in the Checklist.  


Packet Switched Public Telecommunications Networks Services:

Model of Reliability – Impacting Characteristics*
Here are characteristics of PSPTNS that have, or can potentially have, a negative impact on the reliability of such services.    

“Checklist” Outline of PSPTNS vulnerabilities:

Hardware, Firmware

Software

Protocols

Interoperability 

Human Performance and Procedures

Physical Environment

Network Design and Planning

Network Congestion / Traffic Engineering

Power

Rapid Pace of Growth, Change, Complexity

Malicious Attacks, Security 

Disasters

* Proceedings of the IEEE CQR 2001 International Workshop
Figure 5.  IEEE CQR Packet Switching Vulnerabilities Checklist

To prepare for the changes in future public networks, the Subcommittee recommends that the industry continue to evaluate its Network Reliability Best Practices in light of any new public network services vulnerabilities.   

5.5 Recommendation
The material in Section 5 provides additional support for the recommendation submitted in Section 6.  

6 Evaluation of the Use of Best Practices 

In partial fulfillment of the requirements of the Subcommittee charter, an evaluation was conducted on the extent to which telecommunications common carriers and equipment suppliers are using Best Practices recommendations.  In further fulfillment of the charter, this section provides a report on the extent to which the Best Practices are implemented.  

Similar to previous Council Best Practices efforts, Subcommittee 2.A2 determined that an industry survey would be used to conduct the evaluation.  The Subcommittee developed objectives for a survey and documented them in a Request for Proposal.  Three companies responded to the survey.  After careful consideration, the Subcommittee selected BPI-Telcodata in Ardmore, Pennsylvania to conduct the industry survey.
  This section describes the Survey Methodology and Survey Results. Additional survey response details are provided in Appendix G.  
6.1 Best Practices Survey Methodology and Data Collection 

The survey was designed to catalog and analyze the opinions of four major categories of telecommunication Service Providers and Equipment Suppliers regarding their use of Best Practices.   Four questionnaires were fielded, two for Service Providers
 (circuit and packet) and two for Equipment Suppliers (circuit and packet).  The respondents rated each pertinent Best Practice on four dimensions:

· Use and Implementation of the Best Practice

· Its Effectiveness on Network Reliability

· Cost to Implement

· Risk Level for Not Implementing the Best Practice

BPI-Telcodata designed and distributed the questionnaire, collected and tabulated the responses, and produced a detailed report with tables and graphs.  

6.1.1 Survey Participants

Each of the companies participating the industry survey agreed to be identified in this report.  

Table 3.  NRIC V Network Reliability Best Practices Industry Survey Participants

	Service Providers / 
Network Operators
	Equipment
Suppliers

	AT&T
	Cisco Systems

	BellSouth
	Juniper Networks

	Citizens
	LongBoard

	Comcast Cable
	Lucent Technologies

	Comporium
	Marconi

	Cox Cable
	Nortel Networks

	CT Communications
	Siemens

	D&E Communications
	Telcordia Technologies

	Horizon Chillcothe
	

	Level 3 Communications
	

	Qwest
	

	SBC
	

	Sprint
	

	SRT Communications
	

	Surewest
	

	Verizon
	

	WINfirst
	


6.1.2 Non-Disclosure Agreement

All of the responses collected by BPI-Telcodata are treated as proprietary information.  Individual company responses are never divulged but they are part of general grouped responses.  The Non-Disclosure Agreement is provided in Appendix E.   

6.1.3 Organization of Industry Survey

Four different questionnaires were fielded, two for Service Providers (circuit and packet) and two for Equipment Suppliers (circuit and packet).  Although the surveys had the same format, they differed in the number and selection of Best Practices.  The choice of Best Practices to include in each of the four questionnaires was based on the table of Best Practices and keywords provided by the Subcommittee.  The count of Best Practices included in each particular survey was as follows:

Table 4.  Best Practice Count Per Industry Segment Survey 

	
	Equipment Supplier
	Service Provider

	Circuit
	215
	50

	Packet
	230
	55


6.1.4 Survey Design

The questionnaires were provided in the form of spreadsheets.  These spreadsheets were designed to guide respondents through a reading of each of the pertinent Best Practices to measure their opinion response in each of four areas: 

1. The implementation level of the Best Practice

2. An assessment of its effectiveness on network reliability

3. Perception of its cost to implement

4. The potential risk related to not implementing Best Practice

A sample page of the survey, with some responses populated, is shown in Figure 6.  

	
	
	Implementation
	Effect on Network Reliability
	Cost to Implement
	Risk Not to Implement

	BP No.
	BEST  PRACTICE
	9 = Don't Know                                8 = Doesn't Apply                        4 = Not Implemented                 3 = Not Practical                         2 = In Critical Areas                    1 = Everywhere Needed
	9 = Don't Know                             8 = Doesn't Apply                       3 = Not Effective                         2 = Moderately Effective                  1 = Effective
	9 = Don't Know                               8 = Doesn't Apply                          4 = No Cost/Savings                   3 = Low                                              2 = Moderate                                   1 = High
	9 = Don't Know                                   8 = Doesn't Apply                              4 = None                                               3 = Low                                                  2 = Moderate                                      1 = High

	5-501
	Network Operators should report problems discovered from their testing to the equipment supplier whose equipment was found to be the cause of problem
	1
	1
	9
	2

	5-506
	Service Providers and Network Operators should perform security and attack surveillance.
	2
	1
	9
	2

	5-509
	Network Operators and Service Providers should develop and maintain operations plans.
	1
	1
	3
	2

	5-511
	Service Providers and Network Operators should provide training for their operations personnel on network-level trouble shooting
	9
	9
	9
	9

	5-512
	Perform periodic inspection of cable ways (e.g., through floor and through wall passage ways, ceiling compounds, fire and water stopping, etc.)
	1
	1
	3
	1


Figure 6.  Sample Page from Industry Survey

6.1.5 Survey Reponses

BPI-Telcodata sought out the most representative sample of significant current and emerging Service Providers and Equipment Suppliers.  The survey was distributed and returned by Email during the months of August and September.  The final tally of completed surveys was 45, submitted by 27 companies.  The breakdown of business unit respondents by category was as follows:

Table 5.  Respondents by Industry Segment Survey 

	
	Equipment Supplier
	Service Provider

	Circuit
	20
	6

	Packet
	9
	10


Analysis of responses was completed by category of respondent, keyword by category of respondent, statistical analysis by Best Practice and category, graphical presentation of responses by category and keyword, and interval analysis of responses by category and also by keyword.  

The statistics in Table 5 demonstrate a very strong improvement in the coverage of the industry from the previous Council:  

· Number of companies up 225% 

· Number of business units up 375%

· Packet-switched business units up from 0 to 19

6.1.6 Survey Coverage of Industry

In addition to wireline, survey respondents also included cable and wireless service industry segments.  

Service Provider - Circuit Switch  

The circuit switch service provider respondents to the survey represent 94% of all minutes switched by local exchange companies in the US.
   The circuit switch service provider respondents to the survey represent 54% of toll service revenues produced by the long distance and local exchange companies in the US.
  

Service Provider - Packet Switch  

Due a lack of industry level information, the Subcommittee was unable to make an accurate estimate of market coverage for the Packet Switched Service Providers/Network Operators that participated in the survey.  

Equipment Supplier - Circuit Switching

The circuit switch equipment supplier respondents to the survey represent 97% of identified circuit switches in-service in the US Incumbent Local Exchange market.
  

Equipment Supplier – Packet Switching

The router equipment supplier respondents to the survey represent 95% of the core router market sales as of August 2001.
  

6.2 Project Development and Milestones

Excellent cooperation between the Subcommittee and the BPI-Telcodata team enabled the successful completion of the survey.  The project approach is best described by an outline of the tasks completed:

1.  Project Management: BPI-Telcodata presented a preliminary schedule of the project scope and deliverables within one week after approval by the Subcommittee.  On a regular basis, the project plan would be updated with milestone accomplishments, new task objectives, and deadline targets.

2.  Preliminary Survey Development: A preliminary survey design prepared by BPI-Telcodata was presented for Subcommittee approval.  Over the course of several conferences with the Subcommittee, the final questionnaire was enhanced in many ways including:

· Business Unit Identification - Respondent was segmented by their business orientation, such as: cable network, wireless mobile, packet transport, and wireline switch

· Respondent specified their rating of each Best Practice into three or four intervals; or responded that they did not know or that the Best Practice did not apply to them

· The respondent was asked to rate each practice in terms of the potential risk related to not implementing that Best Practice

· A comment field enabled respondents to state their opinion about the Best Practice

3.  The Committee provided a final set of Best Practices to be evaluated in the survey.

4.  Field Testing the Survey: At this point in the study, the survey was tested by Service Providers and Equipment Suppliers in order to test the effectiveness of the questionnaire design. Design recommendations suggested by the tested respondents were incorporated into the questionnaire.  Additional refinements were made to eliminate any misclassifications.  After the field test had been completed, BPI-Telcodata designed an input database structure to speed the coding and tabulation of results.  

5.  BPI-Telcodata gathered a list of potential contacts to respond to the survey which best represented the current and emerging service providers and equipment suppliers from the Subcommittee and our internal client sources. BPI-Telcodata distributed the first round of surveys at the end of July to these contacts. With the assistance of Subcommittee members representing USTA and NCTA we were able to reach new Service Providers.   BPI-Telcodata continually called and sent Emails during August and September to the prospective contacts until they agreed to respond to the survey.  

6.  BPI-Telcodata tabulated responses and presented the Subcommittee with preliminary results.  This preliminary statistical analysis detailed each Best Practice with the following summary statistics for each of the four respondent types: average, standard deviation, count and coefficient of variation.  Graphical representation for each of these summary statistics was provided.

7.  After meeting with the data committee, BPI-Telcodata developed the following set of final deliverables:

· Graphical representation of each Best Practice (145 pages, Appendix G)

· Summary statistics for each Best Practice (240 pages)

· Overview analysis demonstrating share of the Best Practices with high implementation, high effectiveness, etc.

· Interval analysis of responses by Keyword

· Comments written by respondents to specific Best Practices

8.  BPI-Telcodata has developed a database that is flexible in design in order to produce the report and can serve to provide further customized analysis and reports.

6.3 Evaluation on the Industry Use of Best Practices

Analysis of the survey responses found that there is a high level of implementation of Best Practices across Service Provider and Equipment Suppliers.  This section will review these responses in more detail.  Additional details are provided in Appendix G, Detailed Survey Responses.  

Since some of the Best Practices were edited after the survey was conducted, it is important that one who reviews the Best Practices (Appendix A) and the Detailed Survey Reponses (Appendix G) take this into account.  These edits were usually minor and in no cases changed the essence of the Best Practice.  

Implementation of  Best Practices 

The discussion of Best Practice implementation is outlined in four parts:  Service Provider
 – Circuit Switched, Service Provider – Packet Switched, Equipment Supplier – Circuit Switched, and Equipment Supplier – Packet Switched.  

Service Providers – Circuit Switched
Analysis of the survey responses for Service Provider with Circuit Switched services:

· More than 70% of respondents were implementing 98% of the Best Practices everywhere or in critical areas
· More than 90% of respondents were implementing 68% of the Best Practices everywhere or in critical areas
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Figure 7.  Implementation of Best Practices by Service Providers – Circuit Switched

Figure 7 shows the high level of Best Practice implementation for the range of 50% to 100% of survey respondents.  The percentage of Best Practice is shown to indicate the implementation of the Best Practice everywhere or in critical areas.   

Service Providers – Packet Switched

Analysis of the survey responses for Service Provider with Packet Switched services:

· More than 50% of respondents were implementing 100% of the Best Practices everywhere or in critical areas

· More than 90% of respondents were implementing 66% of the Best Practices everywhere or in critical areas
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Figure 8.  Implementation of Best Practices by Service Providers – Packet Switched

Figure 8 shows the high level of Best Practice implementation for the range of 50% to 100% of survey respondents.  The percentage of Best Practice is shown to indicate the implementation of the Best Practice everywhere or in critical areas.   

Equipment Suppliers – Circuit Switched
Analysis of the survey responses for Equipment Suppliers with Circuit Switched equipment found that:

· More than 60% of respondents were implementing 100% of the Best Practices everywhere or in critical areas

· More than 90% of respondents were implementing 74% of the Best Practices everywhere or in critical areas
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Figure 9.  Implementation of Best Practices by Equipment Suppliers – Circuit Switched

Figure 9 shows the high level of Best Practice implementation for the range of 50% to 100% of survey respondents.  The percentage of Best Practice is shown to indicate the implementation of the Best Practice everywhere or in critical areas.   

Equipment Suppliers – Packet Switched
Analysis of the survey responses for Equipment Suppliers with Packet Switched equipment found that:

· More than 70% of respondents were implementing 98% of the Best Practices everywhere or in critical areas

· More than 90% of respondents were implementing 67% of the Best Practices everywhere or in critical areas
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Figure 10.  Implementation of Best Practices by Equipment Suppliers – Packet Switched

Figure 10 shows the high level of Best Practice implementation for the range of 50% to 100% of survey respondents.  The percentage of Best Practice is shown to indicate the implementation of the Best Practice everywhere or in critical areas.   

6.3.1 Effectiveness of Best Practices

Analysis of the survey responses found that there is a high recognition of the effectiveness of Best Practices by Service Providers and Equipment Suppliers.  This section will review these responses in more detail.  Additional details are provided in Appendix G, Detailed Survey Responses.  
The discussion of Best Practice effectiveness is outlined in four parts:  Service Provider – Circuit Switched, Service Provider – Packet Switched, Equipment Supplier – Circuit Switched, and Equipment Supplier – Packet Switched.  
Service Providers – Circuit Switched

Analysis of the survey responses for Service Provider with Circuit Switched services:

· More than 60% of respondents regarded 100% of the Best Practices as effective

· More than 90% of respondents regarded 84% of the Best Practices as effective
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Figure 11.  Effectiveness of Best Practices by Service Providers – Circuit Switched

Figure 11 shows the high level of Best Practice effectiveness for the range of 50% to 100% of survey respondents (the level remains at 100% for the portion of the graph not shown).  

Service Providers – Packet Switched

Analysis of the survey responses for Service Provider with Packet Switched services:

· More than 60% of respondents regarded 100% of the Best Practices as effective

· More than 90% of respondents regarded 89% of the Best Practices as effective 
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Figure 12.  Effectiveness of Best Practices by Service Providers – Packet Switched

Figure 12 shows the high level of Best Practice effectiveness for the range of 50% to 100% of survey respondents (the level remains at 100% for the portion of the graph not shown).  

Equipment Suppliers – Circuit Switched

Analysis of the survey responses for Equipment Suppliers with Circuit Switched equipment found that:

· More than 70% of respondents regarded 100% of the Best Practices as effective

· More than 90% of respondents regarded 84% of the Best Practices as effective
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Figure 13.  Effectiveness of Best Practices by Equipment Suppliers – Circuit Switched

Figure 13 shows the high level of Best Practice effectiveness for the range of 50% to 100% of survey respondents (the level remains at 100% for the portion of the graph not shown).  

Equipment Suppliers – Packet Switched

Analysis of the survey responses for Equipment Suppliers with Packet Switched equipment found that:

· More than 70% of respondents regarded 100% of the Best Practices as effective

· More than 90% of respondents regarded 82% of the Best Practices as effective
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Figure 14.  Effectiveness of Best Practices by Equipment Suppliers – Packet Switched

Figure 14 shows the high level of Best Practice effectiveness for the range of 50% to 100% of survey respondents (the level remains at 100% for the portion of the graph not shown).  
6.3.2 Cost to Implement Best Practices

Analysis of the survey responses found that most Best Practices are not a high cost to implement by Service Providers and Equipment Suppliers.  This section will review these responses in more detail.  Additional details are provided in Appendix G, Detailed Survey Responses.  

The discussion of Best Practice effectiveness is outlined in four parts:  Service Provider – Circuit Switched, Service Provider – Packet Switched, Equipment Supplier – Circuit Switched, and Equipment Supplier – Packet Switched.  
Service Providers – Circuit Switched

Analysis of the survey responses for Service Provider with Circuit Switched services:

· More than 50% of respondents consider only 12% of the Best Practices as having a high cost to implement

· More than 90% of respondents consider only 1% of the Best Practices as having a high cost to implement

[image: image10.wmf]Cost to Implement Best Practices by 

Service Provider - Circuit Switched

0%

10%

20%

30%

40%

50%

60%

70%

80%

90%

100%

50 to 60 %

60 to 70 %

70 to 80 %

80 to 90 %

90 to 100 %

Percentage of Respondents

Percentage of Best Practices


Figure 15.  Cost to Implement Best Practices by Service Providers – Circuit Switched

Figure 15 shows the Best Practices considered as high cost to implement for the range of 50% to 100% of survey respondents.  The percentage of Best Practices is shown to indicate when there is high cost to implement.  

Service Providers – Packet Switched

Analysis of the survey responses for Service Provider with Packet Switched services:

· More than 50% of respondents consider only 13% of the Best Practices as having a high cost to implement

· More than 90% of respondents consider only 2% of the Best Practices as having a high cost to implement
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Figure 16.  Cost to Implement Best Practices by Service Providers – Packet Switched

Figure 16 shows the Best Practices considered as high cost to implement for the range of 50% to 100% of survey respondents.  The percentage of Best Practices is shown to indicate when there is high cost to implement.  

Equipment Supplier – Circuit Switched

Analysis of the survey responses for Equipment Supplier with Circuit Switched equipment found that:

· More than 50% of respondents consider 54% of the Best Practices as having a high cost to implement

· More than 90% of respondents consider only 12% of the Best Practices as having a high cost to implement
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Figure 17.  Cost to Implement Best Practices by Equipment Suppliers – Circuit Switched

Figure 17 shows the Best Practices considered as high cost to implement for the range of 50% to 100% of survey respondents.  The percentage of Best Practices is shown to indicate when there is high cost to implement.  

The Subcommittee studied the number of Best Practices considered a high cost to implement.  It was determined that Best Practices developed for packet switching equipment that were also found applicable to circuit switching equipment were a contributing factor.  Some of these Best Practices, while applicable to circuit switching, also had the understanding that implementation for existing products is not feasible.  

Equipment Supplier – Packet Switched

Analysis of the survey responses for Equipment Supplier with Packet Switched equipment found that:

· More than 50% of respondents consider only 24% of the Best Practices as having a high cost to implement

· More than 90% of respondents consider none of the Best Practices as having a high cost to implement
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Figure 18.  Cost to Implement Best Practices by Equipment Suppliers – Packet Switched

Figure 18 shows the Best Practices considered as high cost to implement for the range of 50% to 100% of survey respondents.  The percentage of Best Practices is shown to indicate when there is high cost to implement.  

6.3.3 Risk Not to Implement Best Practices

Analysis of the survey responses found that there is risk for Service Providers and Equipment Suppliers to not implement most Best Practices.  This section will review these responses in more detail.  Additional details are provided in Appendix G, Detailed Survey Responses.  

The discussion of Best Practice effectiveness is outlined in four parts:  Service Provider – Circuit Switched, Service Provider – Packet Switched, Equipment Supplier – Circuit Switched, and Equipment Supplier – Packet Switched.  
Service Providers – Circuit Switched

Analysis of the survey responses for Service Provider with Circuit Switched services:

· More than 50% of respondents consider 97% of the Best Practices as having a high or moderate risk not to implement

· More than 90% of respondents consider 48% of the Best Practices as having a high or moderate risk not to implement

[image: image14.wmf]Risk 

Not

 to Implement Best Practices by 

Service Provider - Circuit Switched

0%

10%

20%

30%

40%

50%

60%

70%

80%

90%

100%

50 to 60 %

60 to 70 %

70 to 80 %

80 to 90 %

90 to 100 %

Percentage of Respondents

Percentage of Best Practices


Figure 19.  Risk Not to Implement Best Practices by Service Providers – Circuit Switched

Figure 19 shows the high level of risk to not implement Best Practices for the range of 50% to 100% of survey respondents.  The percentage of Best Practices is shown to indicate when there is moderate to high risk not to implement.  

Service Providers – Packet Switched

Analysis of the survey responses for Service Provider with Circuit Switched services:

· More than 50% of respondents consider 94% of the Best Practices as having a high or moderate risk not to implement

· More than 90% of respondents consider 63% of the Best Practices as having a high or moderate risk not to implement
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Figure 20.  Risk Not to Implement Best Practices by Service Providers – Packet Switched

Figure 20 shows the high level of risk to not implement Best Practices for the range of 50% to 100% of survey respondents.  The percentage of Best Practices is shown to indicate when there is moderate to high risk not to implement.  

Equipment Suppliers – Circuit Switched

Analysis of the survey responses for Equipment Supplier with Circuit Switched equipment:

· More than 50% of respondents consider 98% of the Best Practices as having a high or moderate risk not to implement

· More than 90% of respondents consider 60% of the Best Practices as having a high or moderate risk not to implement
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Figure 21.  Risk Not to Implement Best Practices by Equipment Suppliers – Circuit Switched

Figure 21 shows the high level of risk to not implement Best Practices for the range of 50% to 100% of survey respondents.  The percentage of Best Practices is shown to indicate when there is moderate to high risk not to implement.  

Equipment Suppliers – Packet Switched

Analysis of the survey responses for Equipment Supplier with Circuit Switched equipment:

· More than 50% of respondents consider 96% of the Best Practices as having a high or moderate risk not to implement

· More than 90% of respondents consider 55% of the Best Practices as having a high or moderate risk not to implement
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Figure 22.  Risk Not to Implement Best Practices by Equipment Suppliers – Packet Switched

Figure 22 shows the high level of risk to not implement Best Practices for the range of 50% to 100% of survey respondents.  The percentage of Best Practices is shown to indicate when there is moderate to high risk not to implement.  

6.4 Analysis of Low-Scoring Best Practices

An analysis of the lowest scoring Best Practices was conducted for purpose of understanding what was behind the low scores.  This analysis yielded several valuable insights.  

6.4.1 Method of Analysis

The first step was to generate a list to identify the Best Practices with the lowest levels of implementation.  The Subcommittee studied the Best Practices having the lowest score for each for the four industry segments.  The next steps included analysis of the text of each Best Practice, followed by reviews of the scores in the other three survey dimensions:  Effectiveness, Cost and Risk, and analysis of the number of survey respondents and the distribution of their responses.  

The following insights were gleaned from this analysis:   

Best Practices with Options

In some instances it was clear that the Best Practice was one of several options.   Generally these “options” were high cost and seldom deployed.

Ambiguous Text

In a few instances, it became clear that the text of the Best Practice was ambiguous and/or unclear to the user.  They may have referenced other documents or practices with no clear understanding as to how to readily obtain them, or the actual language was unclear or misleading.  In these cases the Best Practices and/or references were updated.  Appendix A reflects the updates that were made as a result of this analysis.  

Variation in Applicability

Even though the Best Practices are categorized by Technology Type (Circuit, Packet) and Industry Role (Service Provider, Network Operator, Equipment Supplier), there were still situations where applicability within a category varied.  

6.4.2 Key Learnings

The team recognized that simple editing of the Best Practice text language and/or presentation (categories and/or Keyword associations) would likely increase the implementation of many of low scoring practices.  By making the language concise and clear and by better referencing related documents and Best Practices, users would better see the applicability of the practice in question and be more likely to implement.

Additional Granularity of Applicability

The provision of additional segmentation or granularity of applicability would allow for increased focus of a Best Practice to a particular market segment or market application.  In some instances, this is expected to increase Best Practice implementation.   

6.5 Analysis Using Keywords

Best Practices have been grouped into fourteen keyword element categories.  A different mix of Best Practices is appropriate for the two types of Service Providers (circuit and packet) and both kinds of Equipment Suppliers (circuit and packet) for each keyword grouping.  Since the respondents rated each Best Practice along four dimensions, we could analyze the interaction or correlation between these dimensions for each keyword element.  These four dimensions are:

· Implementation of the Best Practice

· Effectiveness of the Best Practice on Network Reliability

· Cost to Implement the Best Practice

· Risk Level for Not Implementing the Best Practice

6.5.1 Interaction Between Implementation and Risk

Service Providers

It logically follows that the higher the risk level for not adopting a Best Practice, the greater the likelihood that the Best Practice is implemented everywhere needed.  Based on the survey it can be seen that certain keywords have a stronger relationship between implementation and risk than others.  The ranking of the keyword elements based on the strength of the correlation of implementation and risk for Service Providers follows:

Table 6.  Strongest Correlations Between Implementation and Risk – Service Providers
	Circuit
	Service Provider
	Packet

	1
	Network Design
	13

	2
	Network Interoperability
	1

	3
	Network Provisioning
	8

	4
	Security
	12

	5
	Essential Services
	14

	6
	Network Operations
	4

	7
	Power
	9

	8
	Procedures
	5

	9
	Industry Cooperation
	2

	10
	Network Elements
	7

	11
	Facilities
	11

	12
	Policy
	3

	13
	Technical Support
	6

	14
	Fire
	10


Equipment Suppliers

The ranking of the keyword elements based on the strength of the correlation of implementation and risk for Equipment Suppliers follows:

Table 7.  Strongest Correlations Between Implementation and Risk – Equipment Suppliers

	Circuit
	Equip. Supplier
	Packet

	1
	Network Provisioning
	1

	2
	Network Design
	2

	3
	Industry Cooperation
	8

	4
	Network Operations
	4

	5
	Network Interoperability
	5

	6
	Policy
	3

	7
	Technical Support
	7

	8
	Procedures
	8

	9
	Network Elements
	6

	10
	Security
	10


6.5.2 Interaction Between Implementation and Effectiveness

Service Providers

In this case the effectiveness of the Best Practices has been compared against its implementation.  The survey results demonstrate that certain Keywords have a greater positive relationship between implementation and effectiveness on network reliability.  The ranking of the keyword elements based on the strength of the correlation of implementation and effectiveness for Service Providers follows:

Table 8.  Strongest Correlations Between Implementation and Effectiveness – Service Providers

	Circuit
	Service Provider
	Packet

	1
	Network Provisioning
	9

	2
	Network Design
	13

	3
	Technical Support
	1

	4
	Network Elements
	11

	5
	Security
	10

	6
	Network Interoperability
	2

	7
	Network Operations
	4

	8
	Essential Services
	12

	9
	Power
	3

	10
	Policy
	6

	11
	Procedures
	7

	12
	Fire
	8

	13
	Facilities
	14

	14
	Industry Cooperation
	5


Equipment Suppliers

The ranking of Keywords based on the higher correlation between implementation and effectiveness for Equipment Suppliers follows:

Table 9.  Strongest Correlations Between Implementation and Effectiveness – Equipment Suppliers

	Circuit
	Equip Supplier
	Packet

	1
	Network Provisioning
	1

	2
	Technical Support
	4

	3
	Network Operations
	5

	4
	Procedures
	6

	5
	Security
	8

	6
	Network Design
	3

	7
	Network Elements
	7

	8
	Policy
	9

	9
	Network Interoperability
	2

	10
	Industry Cooperation
	10


6.5.3 Interaction Between Implementation and Cost

Service Providers

As in the case of Equipment Suppliers (below), some Service Provider Best Practices will not exhibit the expected (negative) relationship due to significant external factors. This analysis is further complicated by the difference in respondent scope between circuit and packet.  Circuit Service Providers exhibit a ‘cost first’ logic in which cost is the major issue regardless of external factors. This is best highlighted by the fact that Essential Services and Security Best Practices exhibit lower implementation as cost increases. This may indicate that Best Practices in the more sensitive areas are beyond the scope of our respondents. Packet service providers also exhibit a cost first logic as Fire Best Practices are less likely to be implemented as cost rises. This anomalous result may be a result of lack of intimate knowledge or responsibility for network related items.

Table 10.  Strongest Correlations Between Implementation and Cost – Service Providers

	Circuit
	Service Provider
	Packet

	1
	Essential Services
	11

	2
	Network Provisioning
	4

	3
	Security
	10

	4
	Network Operations
	3

	5
	Network Elements
	2

	6
	Procedures
	6

	7
	Network Design
	9

	8
	Technical Support
	7

	9
	Power
	8

	10
	Fire
	1

	11
	Facilities
	5

	12
	Policy
	12

	13
	Network Interoperability
	13

	14
	Industry Cooperation
	14


Equipment Suppliers

Logically, implementation of Best Practices will decrease as the cost of implementation increases. In most cases there does not exist a compelling reason to implement a Best Practice regardless of cost, but there are examples of implementation independent of cost considerations in this study. This complicates analysis but, as the September 11th Terrorist Attack proves, must be accepted as necessity.  In the case of Equipment suppliers, Network Elements, Policy, Procedures, Support, Operations and Provisioning Best Practices follow a traditional pattern of decreasing implementation as cost increases. None of the keywords exhibits a very strong correlation between cost and implementation, with only provisioning Best Practices over a 50% level. This may be an indication that very few issues can be influenced by cost considerations alone. The Best Practice keywords representing Security, Network Design and Interoperability are likely influenced by factors more significant than cost of implementation. It cannot be said logically that any of these keywords will increase in implementation with an increase in cost. It is more likely that these Best Practices are in large part independent of cost and probably should not be included in an analysis of such limited dimension.

Table 11.  Strongest Correlations Between Implementation and Effectiveness – Equipment Suppliers
	Circuit
	Equip Supplier
	Packet

	1
	Network Elements
	7

	2
	Procedures
	5

	3
	Technical Support
	3

	4
	Network Provisioning
	1

	5
	Policy
	2

	6
	Network Operations
	4

	7
	Industry Cooperation
	6

	8
	Network Interoperability
	10

	9
	Network Design
	8

	10
	Security
	9


6.6 Analysis of Survey Comments

Comments were received for 146 (or 57%) of the Best Practices.  A total of 254 comments were received overall.  Most comments expressed support for the value of a particular Best Practice, added some experience to emphasize its importance, or suggested an additional, related point to be stressed.  

6.7 Key Learnings

There are several Key Learnings that the Subcommittee has concluded from its analysis of the industry survey results:    

High Level of NRIC Best Practice Implementation

There is a high level of implementation of the NRIC Best Practices by Service Providers, Network Operators and Equipment Suppliers.  The implementation level is high for both circuit switched and packet switched networks.  

NRIC Best Practices Are Effective in Promoting Network Reliability

The NRIC Best Practices are effective for Service Providers, Network Operators and Equipment Suppliers in preventing outages and promoting network reliability.  The effectiveness is high for both circuit switched and packet switched networks.  

Most NRIC Best Practices Are Not High in Cost to Implement

There is not a high cost for Service Providers, Network Operators and Equipment Suppliers to implement most of the NRIC Best Practices.  

There Is Risk to Not Implement NRIC Best Practices

There is Risk for Service Providers, Network Operators and Equipment Suppliers to not implement NRIC Best Practices.  The risk is high for both circuit switched and packet switched networks.  

6.8 Recommendations


The Subcommittee, supported by results of a broad industry survey that demonstrated a high level of implementation and effectiveness of these Best Practices, has developed the following recommendation for the Council:   

The Council recommends that the NRIC V Network Reliability Best Practices be implemented, as appropriate, by Service Providers, Network Operators and Equipment Suppliers in order to assure optimal reliability of public telecommunications networks.  These Best Practices have been revised and expanded to apply to all segments of the industry including wireline, wireless, cable telecommunications, data services, and Internet service providers.  
7 Ways to Increase the Use of Best Practices

In partial fulfillment of the requirements of its charter, the Subcommittee identified ways to increase the use of Best Practices by Service Providers, Network Operators and Equipment Suppliers of circuit switched and packet switched public telecommunications network services.  This section describes the Subcommittee’s response to this challenge.  The process involved understanding the barriers to implementation and then proposing and, as appropriate, developing, solutions to address the barriers.  The solutions to increasing the industry use of Best Practices are primarily in four areas:  

· Applicability of Best Practices to Individual Job Functions

· Appreciation for the Value of Best Practices

· Accessibility to Appropriate Best Practices

· Continuous Improvement of Best Practices

7.1 Methodology

As previously stated, adjustments to the existing NRIC IV Best Practices and the development of new Best Practices were the primary focuses of the efforts covered in Section 4 and Section 5.  However, during this work, members were also reminded, by frequent review of the Subcommittee charter, to consider aspects that would improve implementation levels.  

Most of the ideas came from discussions around organizational and personal experience in understanding why Best Practices are not implemented.  Other ideas were generated from analysis of the industry survey responses.  Ideas were discussed in areas ranging from grammar and readability to drop down menus and keyword searches on Web site screens.  The ideas were discussed and worked to consensus, and then implemented, as appropriate.   

It was usually assumed that if a Best Practice scored high on implementation, it is being ubiquitously utilized and its value is acknowledged.  Therefore, the Subcommittee focused on those Best Practices that had scored lowest on implementation across all participating market segments (Section 6.4).  

7.2 Key Learnings

7.2.1 Applicability of Best Practices to Individual Job Functions

The Chair of the previous Council’s Best Practices work advised this Subcommittee to remember that “It is people that implement Best Practices.”  This means that the Best Practices need to be optimized from the perspective of the individuals who will ultimately be responsible for putting them into practice.  

Several things have been done to provide better focus on the applicability of Best Practices to individual jobs.  

The previous Best Practices were available in a list with seven headings.  These categories were a useful tool that allowed a user of the document to narrow a search to a smaller subset.  However, this Subcommittee recognized that there were three opportunities to improve this structure in ways that would allow the user to gain better understanding of Best Practices applicable to a particular job function.  The three areas are multi-dimensional associations, references, and specification of when a Best Practice is optional.  

Multi-Dimensional Associations 

The most apparent change in appearance of the NRIC V Best Practices is the change from a single dimensional hierarchy (Section 4.1) to a multi-dimensional matrix.  This can best be viewed by studying Appendix B.  A given Best Practice can now have the organizational properties shown in Figure 23.
Figure 23.  NRIC V Best Practices Structure

In this new structure, a given Best Practice is not limited to association with only one heading.  For example, a Best Practices that was related to “Power” and “Procedures” can now be found by either of two keywords.  Another advantage is that the search could be narrower, allowing for a smaller granularity of focus.  For example, several keywords can be used, along the Network Type and Industry Role fields to provide a very focused search.  (Example:  Network Type: Packet, Industry Role:  Network Operator, Keywords:  Procedures, Power, Fire). Such a search would yield a very focused list of applicable Best Practices for a specific job function responsibility.   (See Appendix F). 
This capability enables a user to quickly sort through the hundreds of Best Practices.  

The Subcommittee understands this capability to be paramount.   This capability brings substantial value to the users and is expected to result in higher levels of implementation of Best Practices.
References

References can be a very important research tool for a user to determine applicability.  References have been organized into three types:

· General

· Previous Council

· Historic

General references include citations or Web links to industry standards, white papers, or any other useful documentation.  Previous Council references consist of the NRC I, NRC II, NRIC III and NRIC IV Final Reports.  Historic references include specific examples of outages (e.g., the Hinsdale Fire) that provide insights into how neglecting the associated Best Practice could have a substantial negative impact.  Such information can be very important to a user considering the applicability of a set of Best Practices.  

The organizational structure that was introduced is expected to provide better management of the insertion of future references.

This capability brings substantial value to the users and is expected to result in higher levels of implementation of Best Practices.
Specification of Option

Some Best Practices are identified as being one of several options.  Analysis of the industry survey results suggested that when these Best practices are optional, this aspect should be stressed.  Information should be provided that clarifies that the limited applicability.  

7.2.2 Appreciation for Value of Best Practices

The industry survey responses provided strong evidence that the NRIC Best Practices are effective in preventing outages and/or assuring optimal network reliability in a more general sense.  To foster appreciation for the value of the Best Practices, the Subcommittee has identified several areas to be addressed.  These areas include visibility, availability of this report, and updating the historic references as new outages are reported.  

The value of using Best Practices must be clearly communicated to the industry at large.  Clearly, when Best Practices are used, outages and network downtimes are minimized.   This applies cross all participating market segments.

Visibility

The Subcommittee recognizes that the industry community is very large.  The represented organization spans hundreds of thousands of employees.  By building on the progress described in Section 7.1.2, an increasingly large population of the industry could be engaged effectively.  However, the initial awareness of the Best Practices needs to be communicated through Service Provider, Network Operator and Equipment Supplier companies and through related industry fora.  In the past, groups such as the Network Reliability Steering Committee (NRSC) and IEEE CQR have encouraged their members and audiences to implement Best Practices.  More industry groups are encouraged to promote the use of these Best Practices, particularly those in the packet switched domain.  Increased awareness is a vital step in increasing the implementation level of Best Practices.  The NRIC Web site is www.nric.org.   

Availability

Providing the Best Practices in a web-accessible venue provides the greatest range of availability.  (See Appendix F)

Updating Historic References

Outages currently reported under the FCC 47 CFR, 63.100 include references to NRIC Best Practices that could have prevented the outage or ameliorated the impact of the event.  Adding these historic references – which represent major outage events – would underscore the value of the associated Best Practice.  

7.2.3 Accessibility to Appropriate Best Practices

Users must have easier, quicker, and more comprehensive access to the Best Practices. 

Many of the aspects of the discussion within Section 7.2.1-2 will also provide improved accessibility.  

Links from Other Critical Related Sites

Critical web sites can have an important role in enhancing accessibility to the NRIC Best Practices.  For example, the sites such as the FCC, NRSC and industry associations can draw interested parties to the Best Practices  - parties who may not otherwise be aware of the site.  

The Subcommittee agrees that increasing accessibility will have a positive effect on increasing the level of implementation.  

7.2.4 Continuous Improvement of Best Practices

As the NRIC Best Practices represent a tremendous investment of industry intelligence, resources, and progress, it is important that this “treasure” be preserved and maintained.  Also, although the industry survey and related Subcommittee analysis concluded that the NRIC V Best Practices are highly applicable to circuit switched and packet switched networks, the communications industry continues to make technology advances at a very fast pace.  For these reasons it is important that the Best Practices be continuously improved – out-dated material is less likely to be implemented.

For these and other reasons, the Subcommittee recognizes the value in opportunities to improve:

· Readability

· Meaningfulness (abandon terminology that limits applicability; expand examples)

· Updating References

Another approach is to allow web site users to enter comments while online at the NRIC Best Practices Web site.  

8 Acknowledgements

This section acknowledges the contributors to the Subcommittee’s work.  

Throughout the Subcommittee’s two years of managing the Best Practices, many refinements, modifications, edits, and research tasks were required.  The following list outlines the subject matter and the associated leaders.

Subcommittee Chair

Karl Rauscher, Lucent Technologies

Subject Matter Leaders 

Power

Norb Lucash, USTA

Michael Marchando, Covad

Essential Services



Art Reilly, Cisco Systems

Jim Lankford, SBC

Anil Macwan, Lucent Technologies

Hank Kluepfel, SAIC

Procedures

Whitey Thayer, FCC

Facility

John Healy, Telcordia Technologies

Fire

Wayne Chiles, Verizon

Network Element

Philip Patrick, LongBoard

Equipment Supplier

Dean Henderson, Nortel Networks

Network Security

Hank Kluepfel, SAIC

Gary Hayward, Telcordia Technologies

Emergency Preparedness

Wayne Chiles, Verizon

Disaster Recovery

Wayne Chiles, Verizon
Network Interoperability

Ross Callon, Juniper Networks

Scott Bradner, Harvard University

California Energy Crisis


Jim Lankford, SBC

Network Reliability Steering Committee Areas of Interest


Rick Canaday, AT&T


Wayne Chiles, Verizon


Norb Lucash, USTA


Whitey Thayer, FCC


PJ Aduskevicz, AT&T

Wireless Emergency Response Team 


Karl Rauscher, Lucent Technologies

Final Report Editors

The Final Report was completed with the research and contributions of the following people:

Section 3
Monitored Industry Developments

Jim Lankford, SBC

Rick Canaday, AT&T

Wayne Chiles, Verizon

Norb Lucash, USTA

Whitey Thayer, FCC

Karl Rauscher, Lucent Technologies

Section 4
Modification and Refinement of Existing Best Practices

Dean Henderson, Nortel Networks

Karl Rauscher, Lucent Technologies

Section 5
Development of New Best Practices


Dean Henderson, Nortel Networks

Karl Rauscher, Lucent Technologies

Section 6
Evaluation of the Use of Best Practices

Art Menko, BPI Telcodata

Karl Rauscher, Lucent Technologies

Art Reilly, Cisco Systems

Section 7
Ways to Increase the Use of Best Practices

Karl Rauscher, Lucent Technologies

Rachel Torrence, Qwest

Section 9
Acronyms

Wayne Chiles, Verizon

Fred Stringer, Juniper Networks

General Editing


Wayne Chiles, Verizon

Jim Runyon, Lucent Technologies

Anil Macwan, Lucent Technologies

NRIC V Leadership

The leadership of the fifth Council provided needed support in various areas.  The Steering Committee held monthly meetings in which the progress of each Focus Group and Subcommittee was monitored and next steps planned.  The Council Chair and Steering Committee Leadership were particularly helpful in securing the funding and non-disclosure agreement, respectively, needed to conduct the industry survey.  

Council Chair

James Crowe, Level 3

Steering Committee Chairs

Doug Sicker, Level 3, (currently:  University of Colorado at Boulder, School of Engineering)

Tricia Paoletta, Level 3, (currently:  Wiley Rein & Fielding LLP)

Steering Committee Vice Chair

Stacie Pies, Level 3

FCC Designated Federal Officer (DFO)

Kent Nilsson, FCC

Level 3 Support Staff

Marsha Ball

Kris Staples

Key Advisors

The Subcommittee Chair was fortunate to have a strong complement of counselors with extensive experience in leading Federal Advisory Committee Act (FACA) teams, formulating Best Practices, the analysis of industry outages and/or key perspectives on the industry.  The following individuals regularly provided insights and guidance:  

Rick Harrison, Telcordia Technologies, Chair of previous NRIC Best Practices work

PJ Aduskevicz, AT&T, Subcommittee 2.A2 Chair

Kent Nilsson, FCC NRIC V Designated Federal Officer

Wayne Chiles, Verizon

Hank Kluepfel, SAIC

Norb Lucash, USTA

Rick Canaday, AT&T
9 Acronyms

ACK

ACKnowledgement

ADM

Add Drop Multiplexer

ALI

Automatic Location Identification database systems

ANSI

American National Standards Institute

APCO

Association of Public-safety Communications Officials 

ARIN

American Registry of Internet Numbers

ATIS

Alliance for Telecommunications Industry Solutions 

ATM

Asynchronous Transfer Mode

AUP

Acceptable Use Policy

BGP

Border Gateway Protocol

BITS clock 
Building Integrated Timing Supply clock

CAISO

California Independent System Operator
CBR

Constraint-Based Routing

CCSN

Common Channel Signaling Network

CERT

A registered trademark of Carnegie Mellon University.

CIDR Report
Classless Inter-Domain Routing Report

CLEC

Competitive Local Exchange Carrier

CMC

Change Management Control 

CMRS

Commercial Mobil Radio Services



CO

Central Office

CORBA
Common Object Request Broker Architecture

CQR

IEEE Communications Quality and Reliability
CUEA

California Utilities Emergency Association
DDOS

Distributed Denial of Service

DOS

Denial of Service

DCS

Digital Cross-connect System

DNS

Domain Name System

DSL Forum
Digital Subscriber Line Forum

DWDM

Dense Wavelength Division Multiplexing

EMS

Emergency Medical Service, Element Management System

ES/EP

Emergency Services/Emergency Preparedness 

FACA

Federal Advisory Committee Act
FCC

Federal Communications Commission

FEMA

Federal Emergency Management Agency

FR

Frame Relay
GR

Generic Requirements (Telcordia documents)

HVAC

Heating, Venting, Air Conditioning

ICMP

Internet Control Message Protocol

ID

IDentification

IEEE

Institute of Electrical and Electronics Engineers

IETF

Internet Engineering Task Force

IITC

Internetwork Interoperability Test Coordination Committee (ATIS sponsored)

IOPS

Internet Operations & Performance Society or Subcommittee

IP

Internet Protocol

IPO

Initial Public Offering
ISP

Internet Service Provider

ITU

International Telecommunications Union
LEC

Local Exchange Carrier

LSSGR

Local Switching System Generic Release

MOP

Method of Procedure

MPLS

Multi-Protocol Label Switching
NANOG
North American Network Operator's Group

NCS

National Communications System

NCTA

Nation Cable Telecommunications Association
NE

Network Element(s)

NEBS

Network Equipment-Building System

NENA

National Emergency Number Association

NIIF

Network Interconnection Interoperability Forum (ATIS sponsored committee)

NMC

Network Management Centers

NOC

Network Operations Center
NRC

Network Reliability Council (original name)

NRIC

Network Reliability and Interoperability Council (revised name, starting in 1996)

NRSC

Network Reliability Steering Committee (ATIS sponsored)

NSEP

National Security and Emergency Preparedness

OEM

Original Equipment Manufacturers

OES

Office of Emergency Services

OICC

Operations Information Control Center
OSS

Operations Support Systems

PBX

Private Branch Exchange

POP

Point of Presence

PS

Private Switch 

PSAP

Public Safety Answering Point

PSPTN

Packet Switched Public Telecommunications Networks
PSTN 

Public Switched Telecommunications Network

QoS

Quality of Service

QuEST TL9000
Quality Excellence for Suppliers of Telecommunications

RIPE

Réseaux IP Européens

RFC

Request For Comment

RQMS 

Reliability and Quality Measurements for Telecommunications Systems
SCP

Service Control Point

SIP "Bake-Offs”Session Initiation Protocol Interoperability Test Events 

SNMP

Simple Network Management Protocol

SONET

Synchronous Optical Network 

SP

Service Provider

SS7

Signaling System 7 (CCSN protocol)

SSP

Service Switching Point

STP

Signal Transfer Point

TCP

Transmission Control Protocol

TDM

Time Division Multiplexing

TESP

Telecommunication Electric Service Priority restoration

TOPS

Traffic Operator Position System 

TR

Technical Requirements

TSP

Telecommunications Service Priority 

UDP

User Datagram Packets

UPS

Uninterrupted Power Supplies
USTA

United States Telephone Association
VRLA

Valve Regulated Lead Acid

WERT

Wireless Emergency Response Team

WSCC

Western Systems Coordinating Council
WTC

World Trade Center
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Appendix A.   NRIC V Best Practices for Network Reliability

	NRIC V BP No.
	B E S T    P R A C T I C E

	5-501
	Network Operators should report problems discovered from their testing to the Equipment Supplier whose equipment was found to be the cause of problem.

	5-502
	The industry should encourage new participants to provide their expertise in addressing cross-industry network operations concerns.  Major ISPs should participate and provide leadership in NRIC and other consortia for the purpose of providing expertise.    

	5-503
	Network Operators should consider using network problem data and circulating it among peers (e.g., CIDR Report; other avenues include IOPS and The North American Network Operator's Group - NANOG at their web sites http://www.iops.org or http://www.nanog.org).

	5-504
	In order to facilitate asset management and increase the likelihood of having usable spares in emergency restorations, Network Operators should consider maintaining “hot spares” (circuit packs electronically plugged in and interfacing with any element management system, as opposed to being stored in a cabinet).  To determine appropriateness of this Best Practice, certain factors should be considered, including redundancy, single points of failures for critical subscribers, etc.  

	5-505
	When required by law, Network Operators and Service Providers should have procedures in place to support wire taps for court orders, or for other appropriate reasons (e.g., property rights protection from harmful activity).  Network Operators and Service Providers should have procedures in place to identify and respond to harmful actions or traffic being routed through their network.  

	5-506
	Service Providers and Network Operators should perform active surveillance of the network resources looking for unauthorized intrusion of those resources and ensuring the network resources are not the targets of malicious traffic attacks (e.g., DOS, DDOS, smurf, fraggle, etc.) and are not amplifiers or “bounce” sites of malicious traffic attacks on other targets. 

	5-507
	Service Providers and Network Operators should have the procedures, processes and capabilities to analyze and determine the source of malicious traffic. Malicious traffic is that traffic such as Distributed Denial of Service (DDOS) attacks, smurf and fraggle attacks, designed and transmitted for the purpose of consuming resources of a destination of network to block service or consume resources to overflow state that might cause system crashes.

	5-508
	Service Providers and Network Operators should establish company-specific interconnection agreements, and where appropriate, utilize existing interconnection templates (e.g.,  NRIC III Section 8.4, Internet Interconnection Template) and existing data connection trust agreement (e.g., NRIC III, Section 6.7).  Also see NRIC V Focus Group 4's "Service Provider Interconnection for Internet Protocol (IP) Best Effort Service". The NRIC web site is http://www.nric.org/pubs/index.html.

	5-509
	Network Operators and Service Providers should develop and maintain operations plans that address network reliability issues.   

	5-510
	Critical Network Elements (e.g., Domain Name Servers, Signaling Servers) that are essential for network connectivity and subscriber service, need by design and practice to be managed as critical systems (e.g., secure, redundant, alternative routing).

	5-511
	Service Providers and Network Operators should provide training for their operations personnel on network-level trouble shooting.

	5-512
	Service Providers and Network Operators should perform periodic inspection of cable ways (e.g., through floor and through wall passage ways, sealing compounds, fire and water stopping, etc.).

	5-513
	Service Providers and Network Operators should maintain a "24 hours by 7 days" contact list of other providers and operators for service restoration for inter-connected networks. The NIIF web site is http://www.attis.org/atis/clc/niif.

	5-514
	When available, Network Operators and Service Providers should utilize a management system capability (e.g., CORBA, SNMP) providing a single interface with access to alarms and monitoring information from all critical network elements.

	5-515
	For easy communication with subscribers and other Network Operators and Service Providers, operators and providers should implement the Email IDs listed in (IETF Request for Comment) RFC 2142.  (see http://www.ietf.org/rfc/rfc2142.txt).

	5-516
	In order to maintain a stable IP service and/or transport, the volatility of route advertisements must be managed.  Procedures and systems to manage and control route flapping at the network edge should be implemented.

	5-517
	Design packet network elements (and associated network management elements) with dynamic capacity management systems, including analysis tools and alarms, for managing peak load and overload conditions - bearer, signaling and network management traffic/messaging. The network elements should have the capability to handle overload conditions gracefully and shed traffic/messaging as necessary. Also, provisioning should consider the peak load conditions.  

	5-518
	Traffic monitoring and trending, forecasting, simulated failure analysis and emergency procedures should be designed and implemented in packet networks.  

	5-519
	Network Operators and Service Providers should engineer and monitor packet networks within capacity limits of their network design (e.g., respect limitations of deployed packet switches, routers and interconnects). 

	5-520
	Service Providers and Network Operators should have a route policy that is available as appropriate.  A consistent route policy facilitates network stability and inter-network troubleshooting.  

	5-521
	Because of the environment of multiple Network Operators, multiple Service Providers, and multiple network Equipment Suppliers, all of these parties should comply with industry standards.  (e.g., IETF standards, QoS supporting protocols, applicable ANSI T-1 Standards). 

	5-522
	Because of the environment of multiple Network Operators, multiple Service Providers, and multiple network Equipment Suppliers, all of these parties are encouraged to participate in standards development (e.g., IETF, NANOG).

	5-523
	Critical packet network elements (e.g., control elements, access and signaling gateways and DNS servers) should have firewall protection (screening and filtering). 

	5-524
	Service Providers should operate a route database.  That database should provide the routing advertisement source from the Network Operator’s perspective.  The database should be accessible by peers, customers and other users.  The access can be via a web interface similar to the looking glass server’s or just telnet access.  The database is informational only and can not be used to effect or impact the actual routing table.  The need to provide security and isolation to such a database is high.

	5-525
	Operations Support System (OSS) solutions should support flow through to other OSSs and network elements.  

	5-526
	Service Providers should operate a route registry database of all the routes advertised by their network with the source of that advertisement.  This database might be used as the source for interface configurations as well as troubleshooting problems.  If an entity decides to operate a central route registry for a region or globally, the individual Service Provider database can communicate with that central repository forming a robust and efficient hierarchical system. 

	5-527
	Equipment areas should be controlled and alarmed within manufacturers specifications (e.g., temperature, humidity).  

	5-528
	All network element failures, regardless of impact, should be candidates for root cause analysis.  

	5-529
	Service Providers, Network Operators and Equipment Suppliers should support sharing of appropriate information (e.g., NIIF reference document). 

	5-530
	In order to help achieve service assurance across multiple networks, Service Providers, Network Operators, and Equipment Suppliers should participate and fund interoperability testing (including services) as appropriate.  

	5-531
	Service Providers and Network Operators should require staff to use grounding straps when working with equipment where appropriate.

	5-532
	Network Operators should periodically audit all diversity called for by design and take appropriate corrective measures as needed.  

	5-533
	Service Providers and Network Operators should have a publicly posted (e.g., web page) Acceptable Use Policy (AUP ) that clearly defines what use of the network is not acceptable (e.g., SPAM email, port scanning, address spoofing, smurf attacks, denial of service attacks, syn attacks), what action the Service Provider will take (e.g., warning email, shutdown link first, prosecution), and how to contact the controlling authority (abuse@<service provider >.net or .com).

	5-534
	Service Providers and Network Operators should ensure physical building security in order to minimize intrusion attacks.  

	5-535
	Service Providers, Network Operators and Equipment Suppliers should work together to close known security holes.  

	5-536
	As appropriate, Service Providers and Network Operators should deploy security and reliability related software updates (e.g., patches, maintenance releases, dot releases) when available between major software releases.  Prior to deployment, appropriate testing should be conducted to ensure that such software updates are ready for deployment in live networks.  Equipment Suppliers should include such software updates in the next generic release and relevant previous generic releases.

	5-537
	Service Providers and Network Operators should provide training to appropriate technical and management staff to prepare for, recover from, and prevent malicious activity.

	5-538
	Network element (including OSS) software should be backward compatible. 

	5-539
	Equipment Suppliers should share trend information (availability, etc.) with Network Operators.  Service Operators and Network Providers should have contacts to obtain the same information.  

	5-540
	Equipment Suppliers should share countermeasures resulting from analysis of an outage with Network Operators using the same equipment.

	5-541
	Critical network elements should store multiple software versions and be able to fallback to an earlier version.

	5-542
	Equipment Supplier processes (e.g., software upgrade) should include prevention and detection of malicious code insertion from Original Equipment Manufacturers (OEMs), contractors, and disgruntled employees.  

	5-543
	Service Providers should establish agreements with landlords for both regular and emergency power.  

	5-544
	To avoid water damage from floods, it is recommended that power equipment and other critical network elements should not be located in basements, if possible.  

	5-545
	When available in standards and protocols, Service Providers and Network Operators should identify and prioritize national security and emergency services in packet networks.

	5-546
	No single point of failure should exist in paths linking network elements deemed critical to the operations of a network (with this design, two or more simultaneous failures or errors must occur at the same time to cause a service interruption).

	5-547
	To provide service assurance (e.g., maintainability, connectivity, security, reliability) consistent with other critical network elements, critical network databases (e.g., directory server, feature server, Service Control Point (SCP)) should be placed in a secure environment across distributed locations.

	5-548
	Network Operators should conduct their own failure data collection and analysis procedures to perform root cause analysis.  Network Operators and Equipment Suppliers should work together to jointly perform this analysis and implement corrective measures.  For insights into categorization of outages, see the NRSC outage analysis categories.

	5-549
	Network Operators should develop and deploy a network element and facilities diversity plan and a management system for use in facility and element assignment, provisioning and maintenance, that will establish, monitor, track and maintain diversity of critical traffic paths.

	5-550
	There must be a method to ensure synchronization and security of databases. Procedures must also be in place to allow for manual configuration in the event of a failure of automatic synchronization system.  It is also recommended that provisioning technicians be restricted from all commands except those that are needed for their work.  Avoid any “global” commands or unauthenticated, privileged access that may have the potential for significant impact.

	5-551
	SS7 Network Security Base Guidelines [1] - Industry Guidelines for the network  security of SS7 network components and interfaces is included in the NIIF Reference document Part 3, Appendix I. This document is intended to provide the appropriate guidance to recognize and affect the desirable security features that all Service Providers should have for any network element (call agent, feature server, softswitch, cross connect, gateway, database) in order to reduce the risk of potentially service affecting security compromises of the signaling networks supporting the public network.  It identifies security functionality, which should be in place by design, device or procedure. It includes an assessment framework series of checklists. See NIIF web site at http://www.atis.org/atis/clc/niif.

	5-552
	Software fault insertion testing (including simulating network faults such as massive failures) should be performed as a standard part of an Equipment Supplier's development process.

	5-553
	Hardware fault insertion testing (including simulating network faults such as massive failures) should be performed as a standard part of an Equipment Supplier's development process.  Hardware failures and data errors should be tested and/or simulated to stress fault recovery software.

	5-554
	Hardware and software fault recovery design processes should converge early in the development cycle.  

	5-555
	Equipment Suppliers should continually enhance their software development methodology to ensure effectiveness by employing modern processes of self-assessment.  Formal design and code inspections should be performed as a part of the software development cycle. Test environments should be enhanced to provide more realistic network settings. Fault tolerance levels and failure probabilities should be shared with Network Operators and Service Providers.

	5-557
	Efforts should be made to minimize the possibility of having a silent failure on any system component, especially critical components. Silent failures are undetectable by the system and could cause extended downtime situations or could manifest into situations where the next fault causes a downtime situation (e.g., A system with duplicated control loses one plane of control. This failure goes undetected and the other plane takes a fault while in simplex. This will cause loss of control to the system).   Equipment Suppliers should also constantly review the level of inspection and surveillance on critical components so silent failures are not able to manifest throughout the life of the product.

	5-558
	Initialization durations should be optimized to minimize service impact. Software and hardware upgrades should be non-service affecting. In particular, Equipment Suppliers should provide a mechanism for changes (e.g., provisioning, feature adding/activation) that allows for "soft" or "warm" activation rather than a full re-initialization.  Also, suppliers should provide an on-line memory management capability to reconfigure or expand memory without an impact on stable/transient session or critical service applications.  

	5-559
	All upgrades or growth procedures should be fully validated in the lab environment prior to first application in the field.

	5-560
	It is recommended that a multi-discipline team be established, including the Equipment Suppliers and Service Providers and Network Operators, to plan, test, and evaluate all change activities that may significantly affect service. 

	5-561
	Documentation should be developed with a clear understanding of customers’ expectations and needs; Service Provider input and human factors consideration are essential. Documentation should be produced in a complete, easy-to-use, and timely manner. It should be made accessible to the entire customer base.  The use of electronic media to maintain the documentation manuscripts and to access customer distribution information is essential. The operations and maintenance manual should give an overview of the system and identify procedures for regularly scheduled operations, including security administration (ref. GR-815, GR-1332, NIIF) and should cover methods to recover from total and partial network element outages.  In addition, the documentation should be clear on how to manage emergency and unforeseen situations, including a technical support escalation process. These plans should be made available to each other and should converge so both parties have clear expectations when these problems arise in the network. Escalation strategies should be continuously reviewed for effectiveness based on field performance.  "GR" stands for Generic Requirements published by Telcordia (http://www/telcordia.com) and the NIIF (http://www.atis.org/atis/clc/niif).

	5-562
	To keep track of the numerous changes to both the product and the corresponding documentation, a change control and release planning process is recommended.

	5-563
	An acceptance testing checklist sheet should be developed and utilized during each new installation or addition.  The Equipment Supplier and the Network Operator or Service Provider should mutually agree upon this sheet.

	5-564
	Equipment Suppliers should develop training for their products with a clear understanding of Network Operator and Service Provider expectations and needs; Network Operator and Service Provider input and human factors consideration are essential. Once the training course is developed, it should again be thoroughly tested with the customer before being made generally available. Training must keep up with the numerous changes to both the product and its documentation material. Advanced training should be developed for personnel responsible for the technical support of various products, including operations supervisors, maintenance engineers, operational support personnel, communications technicians, and security administrators. Training should cover local and remote operations.

	5-565
	Equipment Suppliers should establish and use metrics to identify key areas and focus, and measure progress in improving quality, reliability, and security, before and after general availability. This can be done as follows: solicit and use customer feedback, jointly perform detailed Root Cause Analysis for reported hardware failures, software faults and procedural errors, working together to establish reliability and performance field objectives.  Based on these, suppliers and Network Operators and Service Providers should identify, plan, and implement improvements in the development process as well as processes associated with documentation and training. 

	5-566
	Diverse Interoffice Transport Facilities - When all 911 circuits are carried over a common interoffice facility route, the Public Safety Answering Point (PSAP) has increased exposure to possible service interruptions related to a single point of failure (e.g., cable cut).  The 911 circuits should be placed over multiple, diverse interoffice facilities. 

Diversification may be attained by placing half of the essential communication circuits on one facility route, and the other half over another geographically diverse facility route (i.e., separate facility routes).

Option 1: Diverse Interoffice Transport Facilities with Standby Protection - A variation of the facility diversity architecture is deployment of a 1-by-1 facility transport system.  This architecture is protected by a standby protection facility that is geographically diverse from the primary facility.  Because no calls are lost while switching to the alternate transport facility during primary route failure, this architecture is considered self-healing. 

Option 2: Diverse Interoffice Transport Facilities Using Digital Cross-connect System (DCS) - Earlier NRC Focus Group recommendations suggested using diverse interoffice transport facilities from the called serving end office via two diverse DCS.  This approach provides diversity and, due to the concentration by the DCS network elements, offers a less costly network solution.

Option 3: Fiber Ring Topologies for 911 Circuits - Fiber optic network elements offer network service providers the ability to aggregate large amounts of call traffic onto one transport facility.  Traffic aggregation opposes the diverse facility transport recommendations defined in this document.  However, fiber rings permit a collection of nodes to form a closed loop whereby each node is connected to two adjacent nodes via a duplex communications facility. Fiber rings can provide redundancy such that services may be automatically restored (self-healing), allowing failure or degradation in a segment of the network without affecting service. Bi-directional fiber rings are used in some metropolitan areas, ensuring essential communications service is unaffected by cuts to fibers riding on the ring.  Ring features and functionality are part of the Synchronous Optical Network (SONET) technical requirements. When essential communications is placed on self-healing SONET rings, service interruptions are minimized due to the architecture employed. This is only true so long as single points of failure do not negate the architectural redundancies. Examples of single points of failure include bi-directional rings within the same route, transport, facility etc.

	5-567
	Red-Tagged Diverse Equipment - Depending on LEC provisioning practices, the equipment in the central office can represent single points of failure.  911 circuits should be spread over similar pieces of equipment, and each plug-in-level component and frame termination should be marked with red tags.  The red tags alert LEC maintenance personnel that the equipment is used for critical, essential services and is to be treated with a high level of care.  

	5-568
	Option 1: Alternate PSAPs from the 911 Tandem Switch - A common method of handling PSAP-to-Tandem transport facility interruptions is to program the 911 tandem switch for alternate route selection.  If the 911 caller is unable to complete the call to the PSAP, the tandem switch would automatically complete the call to a pre-programmed directory number or alternate PSAP destination. The alternate PSAP may be either administrative telephones or another jurisdiction’s PSAP positions, depending upon the primary PSAP’s pre-arranged needs.

Option 2: Alternate PSAPs from the Serving End Office - Another method of handling PSAP-to-Tandem transport facility interruptions is to program the end office for alternate route selection.  If the 911 caller is unable to complete the call to the PSAP, the end office may automatically complete the call to a pre-programmed directory number or alternate PSAP destination. The alternate PSAP may be either administrative telephones or another jurisdiction’s PSAP positions, depending upon the primary PSAP’s pre-arranged needs.

	5-569
	Option 1: PSTN as a Backup for 911 Dedicated Trunks - To ensure that 911 is minimally affected by potential traffic congestion sometimes experienced in the PSTN, PSAPs commonly create dedicated private public safety networks. 

A low-cost alternative for handling 911 calls during periods of failure in the end office-to-911 tandem transport facility, is to use the PSTN as a backup between the caller’s end office and the 911 tandem switch.  Such applications may or may not make use of adjunct devices that monitor primary trunk path integrity.

If the primary path to the 911 Tandem switch should be interrupted or all-trunks-busy, the call may be forwarded over the PSTN to a preprogrammed directory number.  Further, the caller may be identified if the administrative line is equipped with a caller identification (ID) device.

Option 2: Wireless Network as Backup for 911 Dedicated Trunks - Similar to the PSTN backup for completing 911 calls when the primary transport facility is interrupted, wireless networks may provide more diversity than the PSTN alternative.

	5-570
	Intraoffice 911 Termination to Mobile PSAP - Commonly, the transport facility between the PSAP and the serving end office may not have facility route diversity.  To accommodate instances where these facilities are interrupted or it becomes necessary to evacuate the PSAP location, some PSAPs have established mobile PSAP systems that may be connected to phone jacks at the serving end office.  The phone jacks, although usually installed inside the end office for security purposes, are typically installed in an accessible location for ease in locating them during an emergency. 

Some PSAPs have prearranged with the serving LEC to permit a jurisdictional employee having an emergency vehicle (e.g., police car) equipped with radio capability to retain a key to the LECs’ end office and to connect to an RJ-11 jack  for 911 call interception. Another type of receptacle may be pre-installed in the end office for connection to a mobile PSAP. 

	5-571
	Dual Active 911 Tandem Switches - Dual active 911 tandem switch architectures enable circuits from the callers serving end office to be split between two tandem switches.  Diverse interoffice transport facilities further enhance the reliability of the dual tandem arrangement.  Diversity is also deployed on interoffice transport facilities connecting each 911 tandem to the PSAP serving end office.

	5-572
	Traffic Operator Position System (TOPS) as a 911 Tandem Backup - Operator services tandem switches can also serve as backup and/or overflow for network elements, due to their ubiquitous connectivity throughout the telephone network.  In most instances, existing trunking and translations may be used when adding a TOPS to the 911 network.

When an interoffice transport facility fails or an all-trunks-busy condition occurs, the backup/overflow route to the operator services tandem is selected.  The operator tandem switch recognizes the call as an emergency by translating the 911 dialed digits, and may be preprogrammed to automatically route the call to the serving 911 tandem switch. 

Further, if the operator tandem switch is unable to access the 911 tandem switch, the call will automatically be “looped around” so that an operator may manually answer the call and manually attempt to reach an emergency services provider.

	5-573
	Local Loop Diversity - The local loop access is defined as that portion of the network which connects the caller (i.e., the subscriber or the PSAP) to the network serving end office.  The local loop is potentially a single point of failure.

Although it is unlikely the subscriber will purchase diverse transport facilities for typical PSTN service, PSAP local loops should be diverse where possible and/or make use of wireless technologies as a backup for local loop facility failure (e.g., cable cuts).

	5-574
	Network Management Center and Repair Priority - Network Management Centers (NMCs) should remotely monitor and manage the 911 network components.  The NMCs should use network controls where technically feasible to quickly restore 911 service and provide priority repair during network failure events.

	5-575
	Diverse Automatic Location Identification (ALI) Data Base Systems - ALI systems should be deployed in a redundant, geographically diverse fashion (i.e., two identical ALI data base systems with mirrored data located in geographically diverse locations). 

Deployment of fully redundant ALI data base systems, such that ALI system hardware and/or software failure does not impair ALI data accessibility, will further improve ALI reliability. When deployed with geographically diverse transport facilities, single points of failure may be eliminated.

ALI data should be placed on fault-tolerant and secure computer platforms to increase the reliability of ALI display retrievals.  When possible, “hot spare” computers should be held in reserve for catastrophic events.

	5-576
	Move Mass Calling Stimulator away from 911 Tandem Switch - Mass calling events may cause 911 service interruptions. Service interruptions caused by media stimulated calling has prompted the LECs to reassess and improve the handling of mass calling events. The 911 Tandem switch serves as the most critical network element in providing 911 service.  If a media stimulated mass calling event is served by a 911 Tandem, the PSAPs being served by the 911 Tandem may experience delayed dial tone when call transfer is attempted by the PSAP personnel.  The PSAP may also experience delays in call completion (ring-back tone) or a fast busy signal, which indicates that the call has failed to complete. To mitigate such instances, high volume call events should be moved to another end office.

Pre-Planning for Mass Calling Events - To minimize the potential of interruption caused by media driven mass calling events, the LEC can identify periods of low call volume traffic so that the media may schedule mass calling events during low traffic periods.

Carrier external affairs and marketing groups should work closely with media organizations to ensure 911 callers are unaffected by mass calling events.

	5-577
	911 Contingency Plan Training - Once a contingency plan is developed, it should be periodically tested.  These tests can be of various types:

· desktop check tests (using a checklist to verify familiarity of “what to do in case of”),
· procedures verification test (verify that established procedures are followed in a simulation), 
· simulation test (similar to a fire drill, e.g., simulating a disaster and monitoring the response), 
· actual operations test (cause an event to happen, e.g., power or computer failure and monitor the response), 
· actual security checks to verify the security of the essential service nodes (e.g., access controls to the ALI databases).

The importance of testing a contingency plan is critical to its success. An annual schedule of testing and evaluating written results is an excellent method of ensuring that a plan will work in the event of a disaster and for identifying weaknesses in the plan.

Close cooperation between a Service Provider and the PSAP in conducting actual operations testing will be of mutual benefit to both the Service Provider and the PSAP.  An annual comprehensive operational test of the contingency plan is strongly encouraged.

	5-578
	Educate the public on proper use of essential communications - The public’s proper use of 911 service is critical to the effectiveness of the emergency network’s operation.  Misuse of 911 could lead to the following:  congestion of the 911 network, leaving callers with real emergencies unable to contact a 911 operator, exhaustion of resources on non-emergency situations, reduction in a jurisdiction’s ability to respond to emergency situations in a timely manner because of the jurisdiction’s emergency response agencies being overwhelmed by responses to non-emergency situations.  This could have potentially disastrous effects on the public’s perception of its emergency network and emergency response agencies.

	5-579
	Improve communications among all Service Providers and PSAPs - Service Providers, 911 administrators, and public safety agencies should continually strive to improve communication among themselves.  They should routinely team to develop, review, and update disaster recovery plans for 911 disruption contingencies, share information about network and system security and reliability, and determine user preferences for call overflow routing conditions.

They should actively participate in industry forums and associations focused on improving the reliability and security of emergency services and the development of technical industry standards.  The National Emergency Number Association (NENA) and the Association of Public-safety Communications Officials (APCO) are two of the organizations that are open to all stakeholders of 911 service delivery and that are focused on finding 911 solutions for emerging technologies (e.g., wireless, PBX, CLEC).

	5-580
	Critical Response Link Redundancy/Diversity and Security - The redundancy and  diversity concepts set forth in Best Practice 5-566 should be applied to other network links considered vital to a community’s ability to respond to emergencies.  Security practices and concepts set forth in the Security Best Practices should be applied to the critical systems supporting Link Redundancy and Diversity.  Types of links that are critical to the provision of emergency aid include communication links from the PSAP location to:

· Law enforcement dispatchers and/or response personnel.
· Emergency medical service (EMS) dispatchers and ambulance response units.
· Fire fighter dispatchers and response personnel.
· Hazardous material control centers and other agencies offering remote diagnostic information and advice on how to respond to requests for emergency aid.
· Trauma centers and similar emergency hospices.

Standards should be supported to address interconnection issues between PSAP and CMRS, cable television service providers.

Media and Repair Link Redundancy/Diversity - the redundancy and diversity concepts set forth in Best Practice 5-566 also should be applied to network links considered vital to a  community’s ability to respond to emergencies.  Types of links that are critical to the  provision of emergency aid during such events include communication links from the  PSAP location to broadcast media organizations and local network provider repair  centers.

Media organizations can alert the public during periods of emergency network degradation or outage through appropriately worded public service.  In addition, dedicated network links and/or alternate accesses to network provider repair personnel will ensure that interruptions are known immediately and that repair personnel are mobilized expeditiously.

	5-581
	Private Switch (PS)/Alternative LEC (CLEC) ALI  -- ALI data for alternate providers (e.g., PS, CLEC) should be included in the ALI systems. 

PSAPs have become increasingly reliant on the ALI data administered by the LECs, and believe that those individuals served by private telecommunication providers and/or alternate LEC providers should have their address information contained in their ALI data base systems.  The NENA Recommended Formats for Data Exchange and the NENA Recommended Protocols for Data Exchange were established to enable ALI data integration of these providers.

	5-582
	Commercial Mobil Radio Services (CMRS) - Emergency Calling - The CMRS industry should consider 911 as the standard access code for emergency services (e.g.,  law enforcement, fire, EMS, hazardous materials).  Implementation of such a standard would eliminate confusion among mobile communications users when they are in a roaming mode. 

	5-583
	Outage Reporting - All Service Providers should have a uniform method of reporting and tracking significant service outages for internal use and, where required, for outage reporting to the FCC.  Root cause analysis, publication of results and new best practices may be left up to the industry.

	5-584
	Service Providers, Equipment Suppliers and representatives of the National Security Emergency Preparedness (NSEP) community should work together to support appropriate industry and international organizations to develop and implement NSEP features and functionality in packet networks.

	5-585
	Service Providers, Equipment Suppliers and representatives of the National Security and Emergency Preparedness (NSEP) community should work together to share information regarding security issues related to packet network convergence with the PSTN, including identification and authentication procedures for emergency calls, and issues related to cyber attacks and malicious intrusion into networks.

	5-586
	Service Providers of critical services to National Security and Emergency Preparedness (NSEP) users should avail themselves of the Telecommunication Electric Service Priority (TESP) restoration initative. The TESP initiative helps to ensure relatively stable NSEP communications by enabling utility companies to efficiently identify critical national, state, and local NSEP telecommunications facilities that qualify for priority restoration of electric service. Therefore, by participating in the TESP initiative, telecommunications Service Providers, utility companies, and state organizations collectively serve to ensure that essential national defense and civilian requirements are met. More information on the TESP initiative can be obtained from the National Communications System (NCS) Office of Priority Telecommunications, Manager National Communications System, Attn: OPT/N3, 701 South Courthouse Road, Arlington, Virginia 22204-2198, on telephone 703-607-4932 or on the web at TESP@NCS.GOV.

	5-587
	Users, Network Providers and Service Providers of critical services to National Security and Emergency Preparedness (NSEP) users should avail themselves of the Telecommunications Service Priority (TSP) priority restoration for critical facilities. The TSP Program is a FCC program used to identify and prioritize telecommunication services that support NSEP missions. The TSP Program also provides a legal means for the telecommunications industry to provide preferential treatment to services enrolled in the program. More information on the TSP Program can be obtained from the National Communications System (NCOS) Office of Priority Telecommunications, Manager National Communications System, Attn: OPT/N3, 701 South Courthouse Road, Arlington, Virginia 22204-2198, on telephone 703-607-4932 or on the web at TESP@NCS.GOV.

	5-588
	Awareness Training - There is a critical need for a broad based educational system for all field and management personnel involved in the operation, maintenance, provisioning, security and support of network elements.  The Awareness Training must stress the importance of end to end communications for all persons involved in maintenance activities on these systems.  A successful program must educate its target audience on the technology, its benefits and risks, and the magnitude of traffic carried.  The training must emphasize the functionality and the network impact of failure of active and standby (protect) equipment in processors, interfaces, peripheral power supplies, and other related components, and the identification of active and standby (protect) units. Special emphasis should focus on the systematic processes for trouble isolation and repair.

	5-589
	Technical Training - Service Providers should establish a minimum set of work experience and training courses which must be completed before personnel may be assigned to perform maintenance activities on network elements, especially when new technology is introduced in the network. This training must stress a positive reinforcement of procedures at all times.  The use of signs designating various work areas, labels on equipment and cabling, properly identified inventory storage areas, log sheets for work performed, and procedures to be followed in case of emergencies.  This training must also emphasize the steps required to successfully detect problems and to isolate the problem systematically and quickly without causing further system degradation.  Lack of troubleshooting experience and proper training in trouble detection and isolation usually prolongs the trouble detection and isolation process.  Special emphasis should be placed on maintaining and troubleshooting problems related to system power equipment which can add significant delay to restoration activities.

	5-590
	MOPs and Acceptance/Verification check-off sheets for hardware and software growth/change activities -  Methods of procedure (MOPs) should be prepared for all hardware and software growth and change activities. As far as practicable, the MOP should be prepared by the people who are subject matter experts.    The MOP should be approved by the managers responsible for engineering, line operations, installation, and other functions, as appropriate; and deviations from the documented process should also be approved by this team.  When it is necessary to reference other documents in the MOP, these references should be detailed and include appropriate issue/date information.  The MOP should identify each step required to perform the work.  As each work function is completed, it should be signed off in the MOP.  An acceptance/verification testing check-off sheet should also be utilized to assure that the work activity was performed correctly. 

	5-591
	Information sharing guidelines - Industry guidelines for the sharing of information about network outages is included in the NIIF Reference Document Part  VII.  This document is intended to provide the appropriate guidance to facilitate the sharing of information. It identifies types of information which may be shared, the circumstances under which it should be shared, the extent to which sharing is appropriate, and the mechanisms and timing for that sharing. It represents industry consensus arrived at with the full participation of members of the Network Interconnection Interoperability Forum (NIIF) which consists of Access Service Providers, Access Service Customers and Vendor/Manufacturers. The NIIF documents are available at http://www.atis.org/atis/clc/niif.

	5-592
	Monitoring and Administrative Control for Networks - It is recommended that Service Providers provide duplicated, non-co-located  maintenance, administration, surveillance and support for all network elements. Monitoring and administration locations should be minimized to provide consistency of operations and overall management.

	5-593
	Outage information sharing - A prime source for information concerning outages is the network outages reported to the FCC as required by Section 63.100 of the rules.   Review of the reports at http://www.fcc.gov/oet/outage will enable the reader to become aware of significant problems impacting  network services.  

	5-594
	Maintaining Link Diversity - Industry guidelines for maintaining link diversity can be found in the NIIF Reference Document, Part III, Attachment G (http://www.atis/org/atis/clc/niif). The following are some of the Operating Principles of the document: Link diversification validation should be performed at a minimum of twice a year, at least one of those validations shall include a physical validation of equipment compared to the recorded documentation of diversity.
The validation of diversification is the responsibility of every network Service Provider that provides or utilizes any signaling paths, including SS7.
Limitations on diversification should be considered at the time of deployment, such limitations may consist of geography, facilities, circuit design or tariffs.

	5-595
	Off-peak scheduling  - High risk, potentially service-affecting maintenance and growth procedures should be scheduled during weekend and off-peak hours, and specifically around holidays with noted high volumes (e.g., Mother’s Day for voice calls).

	5-596
	Review re-home procedures - Network Service Providers should carefully review all re-home procedures and undertake meticulous pre-planning before execution. Communication to all  networks will be essential for success in the future. It is also important to make sure that re-home procedures are carefully followed.

	5-597
	Review detection and manual intervention procedures - Network technicians should be adequately trained in (1) detection of conditions requiring intervention, (2) escalation procedures, and (3) manual recovery techniques.

	5-598
	Develop crisis management exercises - Service Providers should, at a minimum, have a communications structure in place for timely notification of affected parties in the event of disasters or emergencies.  During the past several years a number of disastrous events have prompted an increased awareness on the part of all members of the telecommunication industry to the critical need to have a Disaster Preparedness strategy. This strategy should outline a network Service Provider’s Disaster Preparedness organization, the roles, responsibilities and training of its members and provide for cooperative interaction among both internal and external organizations. The purpose of this strategy is to provide for the development of emergency plans that protect employees, ensure service continuity and provide for the orderly restoration of critical services in the event of a major network catastrophe.   

	5-599
	Test a Network’s Operational Readiness through planned drills or simulated exercises.  Service Providers should conduct exercises periodically keeping the following goals in mind:
· The exercise should be as authentic as practical.  Scripts should be prepared in advance and team members should play their roles as realistically as possible.
· While the staff must be well prepared, the actual exercise should be conducted unannounced in order to test the responsiveness of the team members and effectiveness of the emergency processes.  Also, callout rosters and emergency phone lists should be verified.
· Early in the exercise, make sure everyone understands that this is a disaster simulation, not the real thing!  This will avoid unnecessary confusion and misunderstandings that could adversely affect service.
· It is particularly important to coordinate disaster exercises with other Service Providers and vendors. 
· It is very important immediately following the drill to critique the entire procedure and identify “lessons learned”. These should be documented and shared with the entire team.

	5-600
	Validate upgrades, new procedures and commands in a Lab that simulates the target network and load. All Service Providers should establish and document a process to plan, test, evaluate and implement all major change activities onto their network. This industry best practice describes a process that should include:
· The establishment of a multi-discipline core team, which includes suppliers, to plan and implement changes.  The team’s focus should be on planning, testing, and evaluation of all major network elements and systems.
· The validation of all upgrades and procedures in a lab environment prior to the first application in the field.
· The creation of a “Methods of Procedure (MOP)” for each change activity that outlines the maintenance steps to be taken and an emergency restoration plan.  

Finally, it is highly recommended that, in response to the ever-increasing amount of change activity being performed, each Service Provider establish a “Change Management Control” (CMC) group to act as a customer advocate.

	5-601
	Restrict commands available to technicians to ensure authorized access and use, and maintain, manage and protect an audit trail.  

	5-602
	Establish procedure to reactivate alarms after provisioning - The volume of alarms during provisioning create a potential for alarm saturation and makes it very difficult to differentiate between a real alarm and those caused by other activities. A common practice is to simply inhibit these alarms or set their thresholds so high they do not report. The danger here is that there must be a fail-safe measure to turn these alarms back on when the facility is carrying traffic.

	5-603
	Schedule System Backups - All Service Providers should establish policies and procedures that outline how critical network element databases, (e.g., router configurations, digital cross connect system databases, switching system images), will be backed up onto a storage medium (e.g. tape, optical diskettes) on a scheduled basis.  These policies and procedures should address, at a minimum, the following:

· Database backup schedule and verification procedures
· Storage medium standards
· Storage medium labeling
· On site and off site storage
· Maintenance and certification
· Handling and disposal

The implementation of this practice will mitigate the impact of data corruption or some other loss of a critical network database.

	5-604
	Each Service Provider should appoint a Synchronization Coordinator for their company who will perform the responsibilities contained in SR-2275.  Telcordia Notes on the Networks are available at http://telecom-info.telecordia.com/site-cgi/ido/index.html.  Each Service Provider should provide the name of their Synchronization Coordinator to the NIIF (http:www.atis.org/atis/clc/niif) for inclusion in its  Company Specific Contact Directory.

	5-605
	Service Providers should comply with the synchronization standards addressed in the ANSI Standard T1.101 entitled "Digital Network Synchronization".  Documentation is available through http://www.atis.org/atis/docstore.

	5-606
	Bilateral technical agreements should be established between interconnecting Network Operators.

	5-607
	Bilateral technical agreements between interconnecting networks should address the issue of fault isolation.  At a minimum, these agreements should address the escalation procedures to be used when a problem occurs in one network.  Second, the agreement should address which company will be in charge for initiating various diagnostic procedures.  Finally, the agreement should address what information will be shared between the interconnected companies.

	5-608
	To keep overflow traffic conditions from adversely affecting networks, network providers should utilize network surveillance and monitoring.  In addition, companies should follow the guidelines for advanced notification of media or hacker stimulated call-in/internet events.  Further, interconnecting companies should include a contact name for inclusion in the Company Specific Contact Directory.  Finally, interconnecting companies should address the control of overflow conditions in their bilateral agreements.

	5-609
	Each Service Provider should appoint and provide the name of a Mutual Aid Coordinator to the NIIF for inclusion in the Service Provider Specific Contact Directory which is published on a bi-annual basis.  The NIIF can be reached at http://www.atis.org/atis/clc/niif.

	5-610
	Equipment Suppliers should adopt the concept of a simplified language system, which controls vocabulary, grammar, mechanics, and style for better user understanding within product documentation and user interfaces.  

	5-611
	Service Providers should encourage Equipment Suppliers to adopt uniform methods of electronic document distribution and usage. Electronic access to documentation will allow better version control and ease of access for field personnel. Additionally, electronic access allows implementation and delivery of future enhancements such as interactive methods and information.  Local back-up copies should be readily available.  

	5-612
	A physical verification of both local and remote alarms and of remote network element maintenance access should be performed on all new equipment installed in the network before it is placed into service. When these functions are not performed, the probability of failure without notification is greatly increased. Likewise, if remote network element access is not verified, a simple restoration process may require technician dispatch to the site, resulting in further delay in service restoral. 

	5-613
	A number of outages are of extended duration because the technician does not have the spare equipment, tools nor test equipment to implement the restoration.  The most common cause is unavailability of spare circuit cards/packs.  This results in a delay until the spares are located and shipped from some other location. To prevent these delays, a process should be established to track the location of all spare equipment.  This process should align with network performance and reliability requirements and should include procedures for allocating, procuring, delivering, and deploying spare equipment.  When spares are not locally available, the process should also provide a method to expedite identification and delivery of the required equipment.

	5-614
	Equipment designations should not be placed on removable covers, but placed on the permanent portion of the unit or frame.

	5-615
	The most effective practice when performing complex configuration changes is to test the configuration changes before and after the change to ensure the appropriate and expected results.

	5-616
	SS7 Network Security Base Guidelines  - Industry guidelines for the security of SS7 network components and interfaces is included in the NIIF Reference Document (available through http://www.atis.org/atis/clc/niif). This document is intended to provide the appropriate guidance to recognize and affect the desirable security features that all Service Providers should have for any network element (e.g., call agent, feature server, softswitch, cross connect, gateway, database) in order to reduce the risk of potentially service affecting security compromises of the signaling networks supporting the public network.  It identifies security functionality, which should be in place by design, device or procedure. It includes an assessment framework series of checklists.

	5-617
	Routing controls should be implemented and managed to prevent routing conditions such as infinite looping, flooding of datagrams across data networks, and other conditions as addressed in RFC 1918 (RFC 1918 is available via http://www.ietf.org/rfc/rfc1918.txt).  Routing controls should be implemented across network boundaries to throttle flooding (e.g., route advertisement). 

	5-618
	Criteria should be established by each Service Provider to ensure that all new hardware (e.g., routers, switches, call servers, signaling servers) meets a mutually agreed upon reliability threshold before it is brought into service on the network.

	5-619
	All Service Providers should develop and/or ensure that appropriate pre-plans with fire agencies exist for all equipment locations and provide automatic notification to local fire department.  

	5-620
	Equipment Supplier's should endeavor to meet requirements outlined in the GR-63 01 Network Equipment-Building System (NEBS) Requirements for Power and Communication Cables (e.g., power, fire, temperature, humidity, vibration).

	5-621
	Where existing cable does not meet NEBS standards, consider abandoning and removing it if economically feasible and safe to do so.

	5-622
	To reduce fires associated with DC power equipment, use ANSI T1.311-1998 “Standard for Telecommunications Environmental Protection, DC Power Systems” for key equipment locations (e.g., routers, central office switches, and other critical network elements).

	5-623
	Service Providers still using pre-1989 versions of Valve Regulated Lead Acid (VLRA) batteries should test them periodically using impedance instruments. The aging properties of these batteries can lead to thermal runaway that may cause a fire.  See SR-NWT-001307. 

	5-624
	Historic data indicates that rectifiers are a frequent cause of fires in equipment locations. Service Provides are encouraged to establish case history files by equipment category for rectifiers to facilitate decisions to replace such equipment with more efficient equipment based on failure trends.

	5-625
	Place electric utility transformers external to buildings. 

	5-626
	Regularly inspect motors (air handling fans, air compressors, pumps, etc.).

	5-627
	Exercise & calibrate circuit breakers per manufacturers’ recommendations. 

	5-628
	Develop and/or adopt a defined procedure for removal of unused equipment and cable (e.g., cable mining) if this work can be economically justified without disrupting existing service. 

	5-629
	Implement a certification and training program for contractors working in critical equipment locations to ensure they understand the need for protecting the continuity of service and all fire safety requirements applicable to the facility.

	5-630
	Develop and execute standard Method of Procedure (MOP) for all vendor work in or external to equipment locations with emphasis on  service continuity and safety precautions.

	5-631
	Develop a comprehensive Site Management and/or Building Certification Program to ensure that every critical equipment location has carefully documented procedures to ensure fire safety.  These procedures should include, among other things, guidance for the safe operation of all electrical appliances at this facility, including space heaters which are a frequent source of fires.

	5-632
	Service Providers that use soldering irons in the provision or maintenance of service should periodically review the work processes and safety precautions applicable to safe operations of these work tools. 

	5-633
	Prohibit smoking in buildings.

	5-634
	Together with the Power Company and other tenants in the location, verify aerial power lines are not in conflict with hazards that could produce a loss of service during high winds or icy conditions.

	5-635
	In concert with other tenants in the location, ensure that AC surge protection is provided at the service entrance to minimize the effects caused by lightning or extreme voltage fluctuations.

	5-636
	Verify grounding arrangements.

	5-637
	Assure programs exist for alarm testing.

	5-638
	Avoid use of combustible landscape material. 

	5-639
	Verify dumpster is not located in close proximity to the building or air intake systems. 

	5-640
	Ensure proper air filtration. 

	5-641
	Administer elevator routines. 

	5-642
	Verify elevator building compartments comply with code. 

	5-644
	Use over-current protection devices and fusing.  

	5-645
	Inspect and maintain heating, venting, air conditioning (HVAC) areas. 

	5-647
	Establish building equipment maintenance program. 

	5-648
	Ensure certified inspection of boilers & fuel storage units.  

	5-649
	Provide and/or verify that all critical facilities have a modern smoke/heat detection system and appropriate ventilation systems including the motor room.

	5-650
	Place strong emphasis on human activities related to the operation of power systems (e.g., maintenance procedures, alarm system operation and response procedures, and training for operations personnel (craft)).  Provide hands-on training for operation and maintenance of power equipment, including regularly scheduled refresher training. Train local workforces on AC switchgear to understand procedures and stage occasional rehearsals. 

	5-651
	Ensure diversity within power supply and distribution system so that single point failures are not catastrophic. For large battery plants in critical offices, provide dual AC feeds (odd/even power service cabinets for rectifiers). Transfer switches (UL standard 1008) should be used in lieu of paired breakers.  The two transfer breakers (in power transfer systems) must be mechanically and electrically interlocked.  Dual commercial AC power feeds with diverse routing from separate substations should be provided for the most critical network facilities and data centers.

	5-652
	Adhere to the following applicable power engineering design standards; TR-TSY-000513 (Power - LSSGR section 13), TR-NWT- 000063 (NEBS), TR-NWT-000295 (Isolated Ground Planes), TR-NWT-001089 (Electromagnetic Compatibility), and ANSI T1.311 (DC power Systems).

	5-653
	Service Providers should retain complete authority about when to transfer from the electric utility and operate standby generators.

	5-654
	Service Providers should not normally enter into power curtailment or load sharing contracts with electric utilities. 

	5-655
	Service Providers and electric utilities should plan jointly to coordinate hurricane and other disaster restoration work.

	5-656
	Service Providers should establish a general requirement for some level of power conditioning, monitoring and protection for sensitive equipment.  

	5-657
	Design standby generator systems for fully automatic operation and for ease of manual operation, when required.  

	5-658
	Maintain adequate fuel on-site and have a well-defined re-supply plan. Improve fuel systems reliability by providing redundant pumps for day tanks and a manual-priming pump. Wherever possible, use dual-source generators with direct line natural gas as the primary and liquid fuel (normally diesel) as a backup to provide a long-term fuel source in times of long power outages. 

	5-659
	Provide maintenance systems for extended operation of emergency backup systems. 

	5-660
	Have a well-defined plan that is periodically verified for providing portable generators to offices with and without stationary engines in the event of an engine failure.  

	5-661
	Service Providers should routinely exercise engines with load, within permissible state and federal laws. 

	5-662
	Service Providers should run engines for a period of at least 1 hour on a monthly basis and, at least 5 hours, with all available loads annually.  Perform annual evaluation/maintenance of all power equipment. Maintain the power alarms by testing the alarms on a scheduled basis. 

	5-663
	Coordinate engine runs with all building occupants to avoid interruptions. 

	5-664
	Provide indicating type control fuses on the front of the power panels, including smaller distribution panels.  

	5-665
	Provide color-coded mimic buses showing power sources, transfer arrangements, essential/nonessential buses, etc.  

	5-666
	Post at the equipment (or have readily available) single line and control schematics.  

	5-667
	Keep circuit breaker racking/ratchet tools, spare fuses, fuse pullers, etc. on hand.  

	5-668
	Clearly label the equipment served by each circuit breaker. 

	5-669
	Develop and/or provide appropriate emergency procedures for AC transfer.  

	5-670
	Provide surge arrestors (TR-NWT-001011 "Generic Requirements for Surge Protection Devices") at the AC service entrance of all Service Provider equipment buildings.

	5-671
	Design and implement a professionally administered preventive maintenance and inspection program for electrical systems.  

	5-672
	Provide a minimum of 3 hours battery reserve for central offices equipped with fully automatic standby systems. 

	5-673
	When valve regulated batteries are used, provide temperature compensation on the rectifiers or some method to detect/prevent thermal runaway.

	5-674
	A modernization program should be initiated or continued to ensure that outdated power equipment is phased out of plant. Service Providers should consider and include the capabilities of smart controllers, local and remote monitoring, and alarm systems when updating their power equipment. Power monitors and smart controllers should be integrated into engineering and operational strategies.

	5-675
	For new installations, multiple smaller battery plants should be used in place of single very large plants serving multiple switches, etc.   

	5-676
	Low voltage disconnects should not be used at the battery plant.

	5-677
	The rectifier sequence controller should be used only where necessary to limit load on the backup power generator.

	5-678
	Manufacturers are encouraged to continue to improve the human-machine interfaces of critical equipment (control, power, etc.). 

	5-679
	Provide diverse power feeds for all redundant links (e.g., SS7, BITS clocks) and any components identified as “critical” single points of failure in transport and operations of the network (e.g., routers, cross-connects, switches).  

	5-680
	Provide protective covers and warning signs on all vulnerable circuit breakers.

	5-681
	Ensure that the fuses and breakers meet quality level III reliability per Technical Reference (TR-TSY-000332), "Reliability Prediction Procedure for Electronic Equipment" (Telcordia).

	5-682
	Power wire, cable, and signaling cables that meet NEBS should be provided in all telecommunications locations.  

	5-683
	Wherever possible, DC power cables, AC power cables and telecommunications cables should not be mixed.  

	5-684
	Verify DC fusing levels throughout the power supply and distribution system, especially at the main primary distribution board, to avoid over fusing or under fusing. All new power equipment, including batteries should conform to NEBS. 

	5-685
	Detailed methods and procedures are needed to identify all protection required around the energized DC bus. 

	5-686
	Verify front and rear stenciling.  

	5-687
	Procedures and restoral processes are required for any cable-mining job. Develop and/or adopt a defined procedure for removal of unused cable (e.g., cable mining) and include the use of a clamp-on ammeter to identify hot circuits.

	5-688
	Each company must have an alarm strategy.

	5-689
	Provide a separate "battery discharge" alarm for all battery plants.  Program the alarm to repeat (e.g., at least every 15 minutes). 

	5-690
	Redundancy must be provided, so that no single point alarm system failure will lead to a battery plant outage.  

	5-691
	Highlight the battery discharge and other critical alarms at the remote center.

	5-692
	For critical alarms produced by single contacts (one on one), use fail-safe, normally closed contacts that open for an alarm.  

	5-693
	Emphasize use of Methods Of Procedures (MOPs); vendor monitoring; and performing work on in-service equipment or high-risk operations during low traffic periods.

	5-694
	On removal projects, check for current flow in power cables with AC/DC clamp-on ammeters before removing the associated fuses or opening the circuits.

	5-695
	Provide and test detailed action plans to address emergency situations, such as when both the commercial AC power and the standby engine fails to start. Continue to emphasize the need for local procedures and contingency plans for power emergencies.

	5-696
	Use infrared thermographic scanners to check power connections when trouble shooting, prior to installation acceptance, and every 5 years.

	5-697
	Employ an "Ask Yourself" program to supplement conventional training. This initiative is intended to reinforce the responsibility every employee has to ensure flawless network service.  Employees should stop and resolve problems when they can't answer yes to any of the following questions: 
1). Do I know why I'm doing this work? 
2). Have I identified and notified everybody who will be directly affected by this work? 
3). Can I prevent or control a service interruption? 
4). Is this the right time to do this work? 
5). Am I trained and qualified to do this work? 
6). Are work orders, MOPs, and supporting documentation current and error-free? 
7). Do I have everything I need to quickly restore service if something goes wrong?  
8). Have I walked through the procedure?     

	5-698
	In preparation for a hurricane, place standby generators on line and verify proper operation of all subsystems.

	5-699
	Where appropriate, design standby systems to withstand high winds, wind-driven rain and debris.

	5-700
	Consider the need for power expertise/power teams.

	5-701
	Provide security from theft of portable generators. Trailer mounted generators equipped with wheel locks are recommended.

	5-702
	Minimize dependence on equipment requiring AC power feeds in favor of DC-powered components. 

	5-703
	Remote power maintenance systems should be secured to prevent, detect and contain any unauthorized access, modification or use.  

	5-704
	All stakeholders must adhere to formal damage prevention and restoration procedures.

	5-705
	Use Warning Tape - place tape 12 in. above the cable system.

	5-706
	Use Visible Cable Markings (unless prone to vandalism).

	5-707
	Provide timely response to all locate requests.

	5-708
	Enhanced Locating Equipment - use current, and/or emerging technologies; upgrade locating equipment as new technologies emerge.

	5-709
	Use Plant Route Maps - secondary checking of plant drawings relative to marking.  

	5-710
	Dig Carefully - When excavation is to take place within the specified tolerance zone, the excavator exercises such reasonable care as may be necessary for the protection of any underground facility in or near the excavation area. Methods to consider, based on certain climate and geographical conditions include: hand-digging when practical (potholing), soft digging, vacuum excavation methods, pneumatic hand tools, other mechanical methods with the approval of the facility owner/operator, or other technical methods that may be developed.

	5-711
	Monitor work sites - Assign trained technical personnel to monitor activities at work sites where digging is underway.

	5-712
	Cooperate with contractors - easy access, open communications with contractors.

	5-713
	Continuous training and re-training.

	5-714
	Contractor Awareness - public service seminars, literature and announcements.

	5-715
	Contact With Land Owners - proactively educate and communicate with right-of-way owners.  

	5-716
	Develop internal program to have employees become proactive in preventing damages.

	5-717
	Validate and update outside plant records and data.

	5-718
	Limited placement of barriers around above ground structures to prevent damage.

	5-719
	Buried Cable - bury fiber cable in accordance with standards and plans.

	5-720
	Buried cable – bury fiber cable in accordance with standards and plans.

	5-721
	Protective devices for air cable – use armored cables or rodent devices on cable sheaths.

	5-722
	Protective devices for below ground facilities – use armored cable or type “C” conduit in rodent-infested areas.

	5-723
	Secure access points such as manholes, cabinets, cable vaults, etc.

	5-724
	Improve the effectiveness of state One-Call legislation. 

	5-725
	Increase stakeholder coordination and cooperation on state one-call legislation efforts.

	5-726
	Establish a dedicated Cable Damage Awareness/Prevention Program with excavators, locators, and municipalities.

	5-727
	Identify critical routes and provide these routes with additional protection.

	5-728
	Promote the development of industry standard markings.

	5-729
	Establish training, qualification and performance standards of internal and external utility locators.

	5-730
	Design and place new facilities to minimize risk (e.g., underground, in conduit, in interduct).

	5-731
	Provide physical diversity on critical routes when justified by a thorough risk/value analysis.

	5-732
	Take an active role on One-Call Board and solicit information from other stakeholders.

	5-733
	When relocating facilities, jointly relocate facilities. 

	5-734
	Employ courtesy or mutual right-of-way jeopardy notification.

	5-735
	Evaluate the performance of contracted excavators and internal excavators.

	5-736
	Develop and implement a rapid restoration program.

	5-737
	As new network elements are introduced, consideration should be given for the need to implement other NRIC Network Element Best Practices.  For example, as transport network elements take on more network control, additional Best Practices become applicable.

	5-738
	Track and analyze facility outages. Take action if any substantial negative trend arises or persists.

	5-739
	Follow the excavator best practices described in the Minimum Suggested Damage Prevention Guidelines - Excavation Procedures for Underground Facilities. 

	5-740
	Conform to the Minimum Performance Guidelines for One-Call Notification Systems. 

	5-741
	Conform to the Minimum Guidelines for Facility Owners. 

	5-742
	Conform to the Guidelines for Prospective Excavation Site Delineation and Location Markout.  This includes white lining.

	5-743
	Ensure that federal one-call legislation is used to bring all states up to high level of damage prevention.

	5-744
	Fault recovery actions that result in significant loss of service need to be reviewed periodically by the suppliers. This will help assure that the least impacting strategies are being used for classes of failures implicated during root cause analyses.

	5-745
	Initialization durations should be optimized to minimize service impact. Software and hardware upgrades should be non-service affecting. In particular, Equipment Suppliers should provide a mechanism for changes (e.g., provisioning, feature adding/activation).

	5-746
	The suppliers should emphasize human factors during design and development to reduce human errors and/or reduce service-affecting impact of these errors. Automated systems should be considered to reduce operating errors.

	5-747
	Service Providers and Equipment Suppliers should work together to establish reliability and performance objectives in the field environment.

	5-748
	A comprehensive set of troubleshooting job aids, should be included in any set of documentation to assist all levels of operations support personnel. 

	5-749
	System suppliers should enhance existing, or establish new, standards for system robustness to prevent critical systems from accepting or allowing service affecting activity without a positive confirmation.

	5-750
	System suppliers should provide a mechanism for feature adding/activation that allows for "soft" or "warm" activation rather than re-initialization. System supplier should provide an on-line memory management capability to reconfigure or expand memory without an impact on stable/transient call processing or other critical processes (e.g., billing).

	5-751
	Vendors should provide clear and specific engineering, ordering, and installation in support of their products.  

	5-752
	Service Provider personnel should evaluate support documentation as an integral part of the equipment selection process.

	5-753
	Operating personnel must be familiar with support documentation provided with the equipment.  

	5-754
	Service Providers should have documented installation guidelines that apply in their company.

	5-755
	Service Providers should clearly communicate their installation guidelines to all involved parties.

	5-756
	On-site installation acceptance should include a quality review of conformance to the company's and vendor's installation guidelines.

	5-757
	Service Providers should have procedures for pre-qualification or certification of installation vendors. 

	5-758
	If 911 call completion is affected, test calls should be made by the Service Provider to the PSAP(s) to assess the impact.  Once service is restored, the Service Provider should make multiple 911 test calls to ensure they complete properly.
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	1
	1
	 
	 
	1
	 
	 
	 
	 
	 
	 
	 
	1
	 
	1
	 
	 
	 
	 
	1
	1

	5-544
	1
	1
	 
	1
	 
	 
	 
	1
	1
	 
	 
	 
	1
	 
	 
	 
	 
	1
	 
	1
	 

	5-545
	1
	 
	1
	1
	 
	1
	 
	1
	 
	 
	 
	 
	 
	1
	1
	 
	 
	 
	 
	1
	1

	5-546
	1
	1
	1
	1
	1
	 
	 
	1
	1
	 
	 
	 
	1
	 
	 
	 
	1
	 
	 
	1
	1

	5-547
	1
	1
	 
	1
	 
	 
	 
	1
	1
	 
	 
	 
	1
	 
	1
	 
	 
	 
	 
	1
	1

	 
	NET TYPE
	INDUS- TRY ROLE
	KEYWORDS

	NRIC V BP No.
	P
A
C
K
E
T
	C
I
R
C
U
I
T
	S
E
R
V
I
C
E

P
R
O
V
I
D
E
R
	N
E
T
W
O
R
K

O
P
E
R
A
T
O
R
	E
Q
U
I
P
M
E
N
T

S
U
P
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L
I
E
R
	P
O
L
I
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U
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C
O
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P
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T
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O
N
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T
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R
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O
R
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T
W
O
R
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O
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T
I
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N
S
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T
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R
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I
N
T
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R
O
P
E
R
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I
L
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T
Y
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E
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A
L
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U
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P
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R
T
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E
T
W
O
R
K
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L
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S
	E
S
S
E
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T
I
A
L

S
E
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I
C
E
S
	S
E
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U
R
I
T
Y
	P
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E
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	F
A
C
I
L
I
T
I
E
S
	P
O
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E
R
	F
I
R
E
	E
M
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G
E
N
C
Y

P
R
E
P
A
R
E
D
N
E
S
S
	D
I
S
A
S
T
E
R

R
E
C
O
V
E
R
Y

	5-548
	1
	1
	 
	1
	1
	 
	 
	 
	 
	 
	 
	1
	1
	 
	 
	 
	 
	 
	 
	1
	 

	5-549
	1
	1
	 
	1
	 
	 
	 
	1
	1
	1
	 
	 
	1
	 
	 
	 
	1
	 
	 
	1
	1

	5-550
	1
	1
	 
	1
	1
	 
	 
	1
	1
	1
	 
	1
	1
	 
	1
	1
	 
	 
	 
	1
	1

	5-551
	1
	1
	1
	1
	 
	 
	1
	 
	 
	 
	1
	 
	 
	 
	1
	1
	 
	 
	 
	1
	1

	5-552
	1
	1
	 
	 
	1
	 
	 
	 
	 
	 
	 
	 
	1
	 
	1
	 
	 
	 
	 
	1
	1

	5-553
	1
	1
	 
	 
	1
	 
	 
	 
	 
	 
	 
	 
	1
	 
	1
	 
	 
	 
	 
	1
	1

	5-554
	1
	1
	 
	 
	1
	 
	 
	 
	 
	 
	 
	 
	1
	 
	 
	 
	 
	 
	 
	 
	 

	5-555
	1
	1
	 
	 
	1
	 
	 
	 
	 
	 
	 
	 
	1
	 
	 
	 
	 
	 
	 
	 
	 

	5-557
	1
	1
	 
	 
	1
	 
	 
	 
	 
	 
	 
	 
	1
	 
	 
	 
	 
	 
	 
	1
	1

	5-558
	1
	1
	 
	 
	1
	 
	 
	 
	 
	 
	 
	 
	1
	 
	 
	 
	 
	 
	 
	 
	 

	5-559
	1
	1
	 
	 
	1
	 
	 
	 
	 
	 
	 
	 
	1
	 
	 
	1
	 
	 
	 
	 
	 

	5-560
	1
	1
	1
	1
	1
	 
	 
	 
	1
	1
	 
	1
	1
	 
	 
	1
	 
	 
	 
	 
	 

	5-561
	1
	1
	 
	 
	1
	 
	 
	 
	 
	1
	1
	1
	1
	 
	1
	1
	 
	 
	 
	1
	1

	5-562
	1
	1
	 
	 
	1
	 
	 
	 
	 
	 
	 
	1
	1
	 
	 
	1
	 
	 
	 
	 
	 

	5-563
	1
	1
	1
	1
	1
	 
	 
	 
	 
	 
	 
	1
	1
	 
	 
	1
	 
	 
	 
	 
	 

	5-564
	1
	1
	1
	1
	1
	 
	 
	 
	 
	1
	 
	1
	1
	 
	 
	1
	 
	 
	 
	1
	 

	 
	NET TYPE
	INDUS- TRY ROLE
	KEYWORDS

	NRIC V BP No.
	P
A
C
K
E
T
	C
I
R
C
U
I
T
	S
E
R
V
I
C
E

P
R
O
V
I
D
E
R
	N
E
T
W
O
R
K

O
P
E
R
A
T
O
R
	E
Q
U
I
P
M
E
N
T

S
U
P
P
L
I
E
R
	P
O
L
I
C
Y
	I
N
D
U
S
T
R
Y

C
O
O
P
E
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A
T
I
O
N
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E
T
W
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R
K

D
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R
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R
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R
K

I
N
T
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R
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P
E
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B
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L
I
T
Y
	T
E
C
H
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I
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A
L
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U
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P
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R
T
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E
T
W
O
R
K

E
L
E
M
E
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T
S
	E
S
S
E
N
T
I
A
L

S
E
R
V
I
C
E
S
	S
E
C
U
R
I
T
Y
	P
R
O
C
E
D
U
R
E
S
	F
A
C
I
L
I
T
I
E
S
	P
O
W
E
R
	F
I
R
E
	E
M
E
R
G
E
N
C
Y

P
R
E
P
A
R
E
D
N
E
S
S
	D
I
S
A
S
T
E
R

R
E
C
O
V
E
R
Y

	5-565
	1
	1
	 
	 
	1
	 
	 
	 
	 
	 
	 
	 
	1
	 
	 
	 
	 
	 
	 
	 
	 

	5-566
	1
	1
	1
	1
	 
	 
	 
	1
	 
	 
	 
	 
	 
	1
	1
	 
	1
	 
	 
	1
	1

	5-567
	1
	1
	1
	1
	 
	 
	 
	 
	 
	1
	 
	 
	 
	1
	1
	1
	1
	 
	 
	1
	1

	5-568
	1
	1
	1
	1
	 
	 
	 
	1
	1
	1
	 
	 
	 
	1
	1
	1
	1
	 
	 
	1
	1

	5-569
	1
	1
	1
	1
	 
	 
	 
	1
	 
	1
	 
	 
	 
	1
	1
	1
	1
	 
	 
	1
	1

	5-570
	1
	1
	1
	1
	 
	 
	 
	1
	1
	1
	 
	 
	 
	1
	1
	1
	 
	 
	 
	1
	1

	5-571
	1
	1
	1
	1
	 
	 
	 
	1
	 
	 
	 
	 
	 
	1
	 
	 
	1
	 
	 
	1
	1

	5-572
	1
	1
	1
	1
	 
	 
	 
	1
	 
	1
	 
	 
	 
	1
	1
	 
	 
	 
	 
	1
	1

	5-573
	1
	1
	1
	1
	 
	 
	 
	 
	 
	 
	 
	 
	 
	1
	 
	 
	1
	 
	 
	1
	1

	5-574
	1
	1
	1
	1
	 
	 
	 
	 
	 
	1
	 
	 
	 
	1
	 
	1
	 
	 
	 
	1
	1

	5-575
	1
	1
	1
	1
	 
	 
	 
	1
	1
	 
	 
	 
	 
	1
	1
	 
	 
	 
	 
	1
	1

	5-576
	1
	1
	1
	1
	 
	 
	 
	1
	 
	1
	 
	 
	 
	1
	 
	1
	 
	 
	 
	1
	1

	5-577
	1
	1
	1
	1
	 
	 
	 
	 
	 
	1
	 
	 
	 
	1
	1
	1
	 
	 
	 
	1
	1

	5-578
	1
	1
	1
	1
	 
	1
	 
	 
	 
	 
	 
	 
	 
	1
	1
	1
	 
	 
	 
	1
	1

	5-579
	1
	1
	1
	1
	 
	 
	1
	 
	 
	 
	 
	 
	 
	1
	1
	 
	 
	 
	 
	1
	1

	5-580
	1
	1
	1
	1
	 
	 
	1
	 
	 
	 
	1
	 
	 
	1
	 
	 
	1
	 
	 
	1
	1

	 
	NET TYPE
	INDUS- TRY ROLE
	KEYWORDS

	NRIC V BP No.
	P
A
C
K
E
T
	C
I
R
C
U
I
T
	S
E
R
V
I
C
E

P
R
O
V
I
D
E
R
	N
E
T
W
O
R
K

O
P
E
R
A
T
O
R
	E
Q
U
I
P
M
E
N
T

S
U
P
P
L
I
E
R
	P
O
L
I
C
Y
	I
N
D
U
S
T
R
Y

C
O
O
P
E
R
A
T
I
O
N
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E
T
W
O
R
K

D
E
S
I
G
N
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E
T
W
O
R
K

P
R
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V
I
S
I
O
N
I
N
G
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E
T
W
O
R
K

O
P
E
R
A
T
I
O
N
S
	N
E
T
W
O
R
K

I
N
T
E
R
O
P
E
R
A
B
I
L
I
T
Y
	T
E
C
H
N
I
C
A
L

S
U
P
P
O
R
T
	N
E
T
W
O
R
K

E
L
E
M
E
N
T
S
	E
S
S
E
N
T
I
A
L

S
E
R
V
I
C
E
S
	S
E
C
U
R
I
T
Y
	P
R
O
C
E
D
U
R
E
S
	F
A
C
I
L
I
T
I
E
S
	P
O
W
E
R
	F
I
R
E
	E
M
E
R
G
E
N
C
Y

P
R
E
P
A
R
E
D
N
E
S
S
	D
I
S
A
S
T
E
R

R
E
C
O
V
E
R
Y

	5-581
	1
	1
	1
	1
	 
	 
	 
	 
	 
	 
	 
	 
	 
	1
	 
	 
	 
	 
	 
	1
	1

	5-582
	1
	1
	 
	 
	 
	1
	 
	 
	 
	 
	 
	 
	 
	1
	 
	 
	 
	 
	 
	1
	1

	5-583
	1
	1
	1
	1
	 
	1
	 
	 
	 
	 
	 
	 
	 
	1
	 
	 
	 
	 
	 
	 
	 

	5-584
	1
	1
	1
	1
	 
	1
	1
	 
	 
	 
	 
	 
	 
	1
	1
	 
	 
	 
	 
	1
	 

	5-585
	1
	1
	 
	 
	 
	 
	1
	 
	 
	 
	 
	 
	 
	1
	1
	 
	 
	 
	 
	1
	1

	5-586
	1
	1
	1
	1
	 
	1
	 
	 
	 
	 
	 
	 
	 
	1
	1
	 
	 
	 
	 
	1
	1

	5-587
	1
	1
	 
	 
	 
	1
	 
	 
	 
	 
	 
	 
	 
	1
	1
	 
	 
	 
	 
	1
	1

	5-588
	1
	1
	1
	1
	 
	 
	 
	 
	 
	1
	 
	 
	 
	 
	 
	1
	 
	 
	 
	 
	 

	5-589
	1
	1
	1
	1
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	1
	 
	 
	 
	 
	 

	5-590
	1
	1
	1
	1
	1
	 
	 
	 
	1
	1
	 
	 
	1
	 
	 
	1
	 
	 
	 
	 
	 

	5-591
	1
	1
	1
	1
	 
	1
	1
	 
	 
	 
	 
	 
	 
	 
	 
	1
	 
	 
	 
	1
	1

	5-592
	1
	1
	1
	1
	 
	 
	 
	 
	1
	1
	 
	 
	1
	 
	 
	1
	 
	 
	 
	1
	1

	5-593
	1
	1
	1
	1
	1
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	1
	 
	 
	 
	 
	 

	5-594
	1
	1
	1
	1
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	1
	1
	 
	 
	1
	1

	5-595
	1
	1
	1
	1
	 
	 
	 
	 
	1
	1
	 
	 
	 
	 
	 
	1
	 
	 
	 
	 
	 

	5-596
	1
	1
	1
	1
	 
	 
	 
	 
	1
	1
	 
	 
	 
	 
	 
	1
	 
	 
	 
	1
	 

	 
	NET TYPE
	INDUS- TRY ROLE
	KEYWORDS

	NRIC V BP No.
	P
A
C
K
E
T
	C
I
R
C
U
I
T
	S
E
R
V
I
C
E

P
R
O
V
I
D
E
R
	N
E
T
W
O
R
K

O
P
E
R
A
T
O
R
	E
Q
U
I
P
M
E
N
T

S
U
P
P
L
I
E
R
	P
O
L
I
C
Y
	I
N
D
U
S
T
R
Y

C
O
O
P
E
R
A
T
I
O
N
	N
E
T
W
O
R
K

D
E
S
I
G
N
	N
E
T
W
O
R
K

P
R
O
V
I
S
I
O
N
I
N
G
	N
E
T
W
O
R
K

O
P
E
R
A
T
I
O
N
S
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E
T
W
O
R
K

I
N
T
E
R
O
P
E
R
A
B
I
L
I
T
Y
	T
E
C
H
N
I
C
A
L

S
U
P
P
O
R
T
	N
E
T
W
O
R
K

E
L
E
M
E
N
T
S
	E
S
S
E
N
T
I
A
L

S
E
R
V
I
C
E
S
	S
E
C
U
R
I
T
Y
	P
R
O
C
E
D
U
R
E
S
	F
A
C
I
L
I
T
I
E
S
	P
O
W
E
R
	F
I
R
E
	E
M
E
R
G
E
N
C
Y

P
R
E
P
A
R
E
D
N
E
S
S
	D
I
S
A
S
T
E
R

R
E
C
O
V
E
R
Y

	5-597
	1
	1
	1
	1
	 
	 
	 
	 
	 
	 
	 
	1
	 
	 
	 
	1
	 
	 
	 
	1
	1

	5-598
	1
	1
	1
	1
	 
	 
	 
	 
	 
	1
	 
	 
	 
	1
	1
	1
	 
	 
	 
	1
	1

	5-599
	1
	1
	1
	1
	 
	 
	 
	 
	 
	1
	 
	 
	 
	 
	1
	1
	 
	 
	 
	1
	1

	5-600
	1
	1
	1
	1
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	1
	 
	 
	 
	1
	 

	5-601
	1
	1
	1
	1
	 
	 
	 
	 
	 
	1
	 
	 
	 
	 
	 
	1
	 
	 
	 
	 
	1

	5-602
	1
	1
	1
	1
	 
	 
	 
	 
	1
	1
	 
	 
	 
	 
	 
	1
	 
	 
	 
	 
	1

	5-603
	1
	1
	1
	1
	 
	 
	 
	 
	 
	1
	 
	 
	 
	 
	 
	1
	 
	 
	 
	1
	 

	5-604
	1
	1
	1
	1
	 
	 
	1
	 
	 
	 
	 
	 
	 
	 
	 
	1
	 
	 
	 
	1
	1

	5-605
	1
	1
	1
	1
	 
	 
	1
	 
	 
	 
	1
	 
	 
	 
	 
	1
	 
	 
	 
	1
	 

	5-606
	1
	1
	1
	1
	 
	 
	1
	1
	1
	1
	1
	 
	 
	 
	 
	1
	 
	 
	 
	1
	1

	5-607
	1
	1
	1
	1
	 
	 
	1
	1
	1
	1
	1
	1
	 
	 
	 
	1
	 
	 
	 
	1
	1

	5-608
	1
	1
	1
	1
	 
	1
	 
	 
	 
	 
	 
	 
	 
	 
	1
	1
	 
	 
	 
	1
	1

	5-609
	1
	1
	1
	1
	 
	1
	1
	 
	 
	 
	 
	 
	 
	 
	 
	1
	 
	 
	 
	1
	1

	5-610
	1
	1
	1
	1
	1
	 
	 
	 
	 
	 
	 
	 
	1
	 
	 
	1
	 
	 
	 
	 
	 

	5-611
	1
	1
	1
	1
	1
	 
	 
	 
	 
	 
	 
	 
	1
	 
	 
	1
	 
	 
	 
	1
	1

	5-612
	1
	1
	1
	1
	 
	 
	 
	 
	1
	1
	 
	 
	 
	 
	 
	1
	 
	 
	 
	1
	 

	 
	NET TYPE
	INDUS- TRY ROLE
	KEYWORDS

	NRIC V BP No.
	P
A
C
K
E
T
	C
I
R
C
U
I
T
	S
E
R
V
I
C
E

P
R
O
V
I
D
E
R
	N
E
T
W
O
R
K

O
P
E
R
A
T
O
R
	E
Q
U
I
P
M
E
N
T

S
U
P
P
L
I
E
R
	P
O
L
I
C
Y
	I
N
D
U
S
T
R
Y

C
O
O
P
E
R
A
T
I
O
N
	N
E
T
W
O
R
K

D
E
S
I
G
N
	N
E
T
W
O
R
K

P
R
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V
I
S
I
O
N
I
N
G
	N
E
T
W
O
R
K

O
P
E
R
A
T
I
O
N
S
	N
E
T
W
O
R
K

I
N
T
E
R
O
P
E
R
A
B
I
L
I
T
Y
	T
E
C
H
N
I
C
A
L

S
U
P
P
O
R
T
	N
E
T
W
O
R
K

E
L
E
M
E
N
T
S
	E
S
S
E
N
T
I
A
L

S
E
R
V
I
C
E
S
	S
E
C
U
R
I
T
Y
	P
R
O
C
E
D
U
R
E
S
	F
A
C
I
L
I
T
I
E
S
	P
O
W
E
R
	F
I
R
E
	E
M
E
R
G
E
N
C
Y

P
R
E
P
A
R
E
D
N
E
S
S
	D
I
S
A
S
T
E
R

R
E
C
O
V
E
R
Y

	5-613
	1
	1
	1
	1
	 
	 
	 
	 
	 
	1
	 
	 
	 
	 
	 
	1
	 
	 
	 
	1
	1

	5-614
	1
	1
	1
	1
	1
	 
	 
	 
	 
	 
	 
	 
	1
	 
	 
	1
	 
	 
	 
	 
	1

	5-615
	1
	1
	1
	1
	 
	 
	 
	 
	1
	1
	 
	 
	 
	 
	 
	1
	 
	 
	 
	 
	 

	5-616
	1
	1
	1
	1
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	1
	1
	 
	 
	 
	1
	1

	5-617
	1
	 
	1
	1
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	1
	 
	 
	 
	1
	1

	5-618
	1
	1
	1
	1
	1
	 
	 
	1
	1
	 
	 
	1
	1
	 
	 
	1
	 
	 
	 
	 
	 

	5-619
	1
	1
	1
	1
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	1
	1
	1

	5-620
	1
	1
	1
	1
	1
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	1
	11
	 

	5-621
	1
	1
	1
	1
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	1
	 
	 

	5-622
	1
	1
	1
	1
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	1
	1
	1
	 

	5-623
	1
	 
	1
	1
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	1
	 
	 

	5-624
	1
	1
	1
	1
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	1
	 
	 

	5-625
	1
	1
	1
	1
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	1
	 
	 

	5-626
	1
	1
	1
	1
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	1
	1
	 

	5-627
	1
	1
	1
	1
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	1
	 
	 

	5-628
	1
	1
	1
	1
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	1
	 
	 
	1
	 
	 

	 
	NET TYPE
	INDUS- TRY ROLE
	KEYWORDS

	NRIC V BP No.
	P
A
C
K
E
T
	C
I
R
C
U
I
T
	S
E
R
V
I
C
E

P
R
O
V
I
D
E
R
	N
E
T
W
O
R
K

O
P
E
R
A
T
O
R
	E
Q
U
I
P
M
E
N
T

S
U
P
P
L
I
E
R
	P
O
L
I
C
Y
	I
N
D
U
S
T
R
Y

C
O
O
P
E
R
A
T
I
O
N
	N
E
T
W
O
R
K

D
E
S
I
G
N
	N
E
T
W
O
R
K

P
R
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V
I
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I
O
N
I
N
G
	N
E
T
W
O
R
K

O
P
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R
A
T
I
O
N
S
	N
E
T
W
O
R
K

I
N
T
E
R
O
P
E
R
A
B
I
L
I
T
Y
	T
E
C
H
N
I
C
A
L

S
U
P
P
O
R
T
	N
E
T
W
O
R
K
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L
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C
E
S
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U
R
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T
Y
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R
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S
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L
I
T
I
E
S
	P
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R
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Y

P
R
E
P
A
R
E
D
N
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S
	D
I
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S
T
E
R

R
E
C
O
V
E
R
Y

	5-629
	1
	1
	1
	1
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	1
	 
	 
	1
	 
	 

	5-630
	1
	1
	1
	1
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	1
	1
	 

	5-631
	1
	1
	1
	1
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	1
	 
	 
	1
	1
	 

	5-632
	1
	1
	1
	1
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	1
	 
	 
	1
	 
	 

	5-633
	1
	1
	1
	1
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	1
	 
	 
	1
	 
	 

	5-634
	1
	1
	1
	1
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	1
	1
	1
	1

	5-635
	1
	1
	1
	1
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	1
	1
	1

	5-636
	1
	1
	1
	1
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	1
	1
	1
	 

	5-637
	1
	1
	1
	1
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	1
	 
	 

	5-638
	1
	1
	1
	1
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	1
	 
	 

	5-639
	1
	1
	1
	1
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	1
	 
	 

	5-640
	1
	1
	1
	1
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	1
	 
	 

	5-641
	1
	1
	1
	1
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	1
	 
	 

	5-642
	1
	1
	1
	1
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	1
	 
	 

	5-644
	1
	1
	1
	1
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	1
	 
	 

	5-645
	1
	1
	1
	1
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	1
	 
	 

	 
	NET TYPE
	INDUS- TRY ROLE
	KEYWORDS

	NRIC V BP No.
	P
A
C
K
E
T
	C
I
R
C
U
I
T
	S
E
R
V
I
C
E

P
R
O
V
I
D
E
R
	N
E
T
W
O
R
K

O
P
E
R
A
T
O
R
	E
Q
U
I
P
M
E
N
T

S
U
P
P
L
I
E
R
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O
L
I
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Y
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D
U
S
T
R
Y

C
O
O
P
E
R
A
T
I
O
N
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E
T
W
O
R
K

D
E
S
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G
N
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E
T
W
O
R
K

P
R
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V
I
S
I
O
N
I
N
G
	N
E
T
W
O
R
K

O
P
E
R
A
T
I
O
N
S
	N
E
T
W
O
R
K

I
N
T
E
R
O
P
E
R
A
B
I
L
I
T
Y
	T
E
C
H
N
I
C
A
L

S
U
P
P
O
R
T
	N
E
T
W
O
R
K

E
L
E
M
E
N
T
S
	E
S
S
E
N
T
I
A
L

S
E
R
V
I
C
E
S
	S
E
C
U
R
I
T
Y
	P
R
O
C
E
D
U
R
E
S
	F
A
C
I
L
I
T
I
E
S
	P
O
W
E
R
	F
I
R
E
	E
M
E
R
G
E
N
C
Y

P
R
E
P
A
R
E
D
N
E
S
S
	D
I
S
A
S
T
E
R

R
E
C
O
V
E
R
Y

	5-647
	1
	1
	1
	1
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	1
	 
	 
	1
	 
	 

	5-648
	1
	1
	1
	1
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	1
	 
	 
	1
	1
	 

	5-649
	1
	1
	1
	1
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	1
	1
	 

	5-650
	1
	1
	1
	1
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	1
	 
	1
	 
	 
	 

	5-651
	1
	1
	1
	1
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	1
	 
	1
	1

	5-652
	1
	1
	1
	1
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	1
	 
	1
	1

	5-653
	1
	1
	1
	1
	 
	1
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	1
	 
	1
	1

	5-654
	1
	1
	1
	1
	 
	1
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	1
	 
	1
	 

	5-655
	1
	1
	1
	1
	 
	 
	1
	 
	 
	1
	 
	 
	 
	 
	 
	1
	 
	1
	 
	1
	1

	5-656
	1
	1
	1
	1
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	1
	 
	1
	1

	5-657
	1
	1
	1
	1
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	1
	 
	1
	1

	5-658
	1
	1
	1
	1
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	1
	 
	1
	 
	1
	1

	5-659
	1
	1
	1
	1
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	1
	 
	1
	 
	1
	1

	5-660
	1
	1
	1
	1
	 
	 
	 
	1
	 
	 
	 
	 
	 
	 
	 
	1
	 
	1
	 
	1
	1

	5-661
	1
	1
	1
	1
	 
	1
	 
	 
	 
	1
	 
	 
	 
	 
	 
	1
	 
	1
	 
	1
	1

	5-662
	1
	1
	1
	1
	 
	 
	 
	 
	 
	1
	 
	 
	 
	 
	 
	1
	 
	1
	 
	1
	1

	 
	NET TYPE
	INDUS- TRY ROLE
	KEYWORDS

	NRIC V BP No.
	P
A
C
K
E
T
	C
I
R
C
U
I
T
	S
E
R
V
I
C
E

P
R
O
V
I
D
E
R
	N
E
T
W
O
R
K

O
P
E
R
A
T
O
R
	E
Q
U
I
P
M
E
N
T

S
U
P
P
L
I
E
R
	P
O
L
I
C
Y
	I
N
D
U
S
T
R
Y

C
O
O
P
E
R
A
T
I
O
N
	N
E
T
W
O
R
K

D
E
S
I
G
N
	N
E
T
W
O
R
K

P
R
O
V
I
S
I
O
N
I
N
G
	N
E
T
W
O
R
K

O
P
E
R
A
T
I
O
N
S
	N
E
T
W
O
R
K

I
N
T
E
R
O
P
E
R
A
B
I
L
I
T
Y
	T
E
C
H
N
I
C
A
L

S
U
P
P
O
R
T
	N
E
T
W
O
R
K

E
L
E
M
E
N
T
S
	E
S
S
E
N
T
I
A
L

S
E
R
V
I
C
E
S
	S
E
C
U
R
I
T
Y
	P
R
O
C
E
D
U
R
E
S
	F
A
C
I
L
I
T
I
E
S
	P
O
W
E
R
	F
I
R
E
	E
M
E
R
G
E
N
C
Y

P
R
E
P
A
R
E
D
N
E
S
S
	D
I
S
A
S
T
E
R

R
E
C
O
V
E
R
Y

	5-663
	1
	1
	1
	1
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	1
	 
	1
	 

	5-664
	1
	1
	1
	1
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	1
	 
	1
	 
	 
	 

	5-665
	1
	1
	1
	1
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	1
	 
	1
	1

	5-666
	1
	1
	1
	1
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	1
	 
	1
	 
	1
	1

	5-667
	1
	1
	1
	1
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	1
	 
	1
	1

	5-668
	1
	1
	1
	1
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	1
	 
	1
	 
	1
	1

	5-669
	1
	1
	1
	1
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	1
	 
	1
	 
	1
	1

	5-670
	1
	1
	1
	1
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	1
	 
	1
	1

	5-671
	1
	1
	1
	1
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	1
	 
	 
	 

	5-672
	1
	1
	1
	1
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	1
	 
	1
	1

	5-673
	1
	1
	1
	1
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	1
	 
	 
	 

	5-674
	1
	1
	1
	1
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	1
	 
	 
	 

	5-675
	1
	1
	1
	1
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	1
	 
	 
	 

	5-676
	1
	1
	1
	1
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	1
	 
	 
	 

	5-677
	1
	1
	1
	1
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	1
	 
	1
	1

	5-678
	1
	1
	1
	1
	1
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	1
	 
	1
	 
	 
	 

	 
	NET TYPE
	INDUS- TRY ROLE
	KEYWORDS

	NRIC V BP No.
	P
A
C
K
E
T
	C
I
R
C
U
I
T
	S
E
R
V
I
C
E

P
R
O
V
I
D
E
R
	N
E
T
W
O
R
K

O
P
E
R
A
T
O
R
	E
Q
U
I
P
M
E
N
T

S
U
P
P
L
I
E
R
	P
O
L
I
C
Y
	I
N
D
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Y

C
O
O
P
E
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T
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N
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T
W
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R
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R
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R
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R
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R
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P
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	T
E
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A
L
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U
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P
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E
T
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R
K

E
L
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E
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S
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L
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E
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C
E
S
	S
E
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R
I
T
Y
	P
R
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	F
A
C
I
L
I
T
I
E
S
	P
O
W
E
R
	F
I
R
E
	E
M
E
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G
E
N
C
Y

P
R
E
P
A
R
E
D
N
E
S
S
	D
I
S
A
S
T
E
R

R
E
C
O
V
E
R
Y

	5-679
	1
	1
	1
	1
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	1
	1
	 
	1
	1

	5-680
	1
	1
	1
	1
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	1
	 
	1
	 
	1
	1

	5-681
	1
	1
	1
	1
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	1
	 
	 
	 

	5-682
	1
	1
	1
	1
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	1
	 
	 
	 

	5-683
	1
	1
	1
	1
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	1
	 
	 
	 

	5-684
	1
	1
	1
	1
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	1
	 
	 
	 

	5-685
	1
	1
	1
	1
	 
	 
	 
	 
	 
	1
	 
	 
	 
	 
	 
	 
	 
	1
	 
	 
	 

	5-686
	1
	1
	1
	1
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	1
	 
	1
	 
	1
	1

	5-687
	1
	1
	1
	1
	 
	 
	 
	 
	 
	1
	 
	 
	 
	 
	 
	1
	 
	1
	 
	 
	 

	5-688
	1
	1
	1
	1
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	1
	 
	1
	 

	5-689
	1
	1
	1
	1
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	1
	 
	1
	 

	5-690
	1
	1
	1
	1
	 
	 
	 
	1
	 
	 
	 
	 
	 
	 
	 
	 
	 
	1
	 
	1
	1

	5-691
	1
	1
	1
	1
	 
	 
	 
	 
	 
	1
	 
	 
	 
	 
	 
	1
	 
	1
	 
	1
	 

	5-692
	1
	1
	1
	1
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	1
	 
	1
	 

	5-693
	1
	1
	1
	1
	 
	 
	 
	 
	 
	1
	 
	 
	 
	 
	 
	1
	 
	1
	 
	 
	 

	5-694
	1
	1
	1
	1
	 
	 
	 
	 
	 
	1
	 
	 
	 
	 
	 
	1
	 
	1
	 
	 
	 

	 
	NET TYPE
	INDUS- TRY ROLE
	KEYWORDS

	NRIC V BP No.
	P
A
C
K
E
T
	C
I
R
C
U
I
T
	S
E
R
V
I
C
E

P
R
O
V
I
D
E
R
	N
E
T
W
O
R
K

O
P
E
R
A
T
O
R
	E
Q
U
I
P
M
E
N
T

S
U
P
P
L
I
E
R
	P
O
L
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C
Y
	I
N
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R
Y

C
O
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P
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T
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R
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R
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R
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R
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P
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P
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R
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R
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	F
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E
S
	P
O
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R
	F
I
R
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	E
M
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E
N
C
Y

P
R
E
P
A
R
E
D
N
E
S
S
	D
I
S
A
S
T
E
R

R
E
C
O
V
E
R
Y

	5-695
	1
	1
	1
	1
	 
	 
	 
	 
	 
	1
	 
	 
	 
	 
	 
	1
	 
	1
	 
	1
	1

	5-696
	1
	1
	1
	1
	 
	 
	 
	 
	 
	1
	 
	 
	 
	 
	 
	1
	 
	1
	 
	 
	 

	5-697
	1
	1
	1
	1
	 
	 
	 
	 
	 
	1
	 
	 
	 
	 
	 
	1
	 
	1
	 
	 
	 

	5-698
	1
	1
	1
	1
	 
	 
	 
	 
	 
	1
	 
	 
	 
	 
	 
	1
	 
	1
	 
	1
	1

	5-699
	1
	1
	1
	1
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	1
	 
	1
	1

	5-700
	1
	1
	1
	1
	 
	 
	 
	 
	 
	1
	 
	 
	 
	 
	 
	1
	 
	1
	 
	 
	 

	5-701
	1
	1
	1
	1
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	1
	 
	 
	1
	 
	1
	1

	5-702
	1
	1
	1
	1
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	1
	 
	1
	1

	5-703
	1
	1
	1
	1
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	1
	 
	 
	1
	 
	1
	1

	5-704
	1
	1
	 
	1
	 
	 
	 
	 
	 
	1
	 
	 
	 
	1
	1
	1
	1
	 
	 
	 
	 

	5-705
	1
	1
	 
	1
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	1
	1
	 
	 
	 
	 

	5-706
	1
	1
	 
	1
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	1
	1
	 
	 
	 
	 

	5-707
	1
	1
	 
	1
	 
	 
	 
	 
	 
	1
	 
	 
	 
	 
	 
	1
	1
	 
	 
	 
	 

	5-708
	1
	1
	 
	1
	 
	 
	 
	 
	 
	1
	 
	 
	 
	 
	 
	 
	1
	 
	 
	 
	 

	5-709
	1
	1
	 
	1
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	1
	1
	 
	 
	 
	 

	5-710
	1
	1
	 
	1
	 
	 
	 
	 
	 
	1
	 
	 
	 
	 
	 
	1
	1
	 
	 
	 
	 

	 
	NET TYPE
	INDUS- TRY ROLE
	KEYWORDS

	NRIC V BP No.
	P
A
C
K
E
T
	C
I
R
C
U
I
T
	S
E
R
V
I
C
E

P
R
O
V
I
D
E
R
	N
E
T
W
O
R
K

O
P
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T
O
R
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P
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T
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P
R
E
P
A
R
E
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E
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S
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I
S
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S
T
E
R

R
E
C
O
V
E
R
Y

	5-711
	1
	1
	 
	1
	 
	 
	 
	 
	 
	1
	 
	 
	 
	 
	 
	1
	1
	 
	 
	 
	 

	5-712
	1
	1
	 
	1
	 
	1
	 
	 
	 
	1
	 
	 
	 
	 
	 
	1
	1
	 
	 
	 
	 

	5-713
	1
	1
	 
	1
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	1
	1
	 
	 
	 
	 

	5-714
	1
	1
	 
	1
	 
	1
	 
	 
	 
	 
	 
	 
	 
	 
	 
	1
	1
	 
	 
	 
	 

	5-715
	1
	1
	 
	1
	 
	1
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	1
	 
	 
	 
	 

	5-716
	1
	1
	 
	1
	 
	 
	 
	 
	 
	1
	 
	 
	 
	 
	 
	1
	1
	 
	 
	 
	 

	5-717
	1
	1
	 
	1
	 
	 
	 
	 
	 
	1
	 
	 
	 
	 
	 
	 
	1
	 
	 
	1
	1

	5-718
	1
	1
	 
	1
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	1
	1
	 
	 
	 
	 

	5-719
	1
	1
	 
	1
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	1
	1
	 
	 
	 
	 

	5-720
	1
	1
	 
	1
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	1
	 
	 
	 
	 

	5-721
	1
	1
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	5-727
	1
	1
	 
	1
	 
	 
	 
	1
	 
	1
	 
	 
	 
	1
	1
	1
	1
	 
	 
	1
	1
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	1
	1
	 
	1
	 
	1
	1
	 
	 
	 
	 
	 
	 
	 
	 
	 
	1
	 
	 
	 
	 

	5-729
	1
	1
	 
	1
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	1
	1
	 
	 
	 
	 

	5-730
	1
	1
	 
	1
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	1
	 
	 
	 
	 

	5-731
	1
	1
	 
	1
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	1
	 
	 
	1
	1

	5-732
	1
	1
	 
	1
	 
	1
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	1
	 
	 
	 
	 

	5-733
	1
	1
	 
	1
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	1
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	1
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	1
	 
	1
	 
	1
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	1
	 
	 
	 
	 

	5-744
	1
	1
	 
	 
	1
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	1
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	1
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Appendix C.   Revised Network Reliability and Interoperability Council - V Charter

A. The Committee's Official Designation 

The official designation of the advisory committee will be the "Network Reliability and

Interoperability Council". 

B. The Committee's Objective and Scope of its Activity

The purpose of the Committee is to provide recommendations to the FCC and to the

telecommunications industry that, when implemented, will assure optimal reliability and

interoperability of public telecommunications networks. The topics that the Committee will address will be organized into three focus areas: 

1. Y2K Review

(a) The Committee will continue its work relating to the year 2000 date rollover (Y2K) on

telecommunications networks, including a review of the effectiveness of the work done prior to the date change as well as an analysis of the impact of the date change on those networks.

(b) The Committee will make recommendations on any future actions that should be taken.

2. Network Reliability. 

(a) The Committee will evaluate, and report on, the reliability of public telecommunications network services in the United States, including the reliability of packet switched networks.

(b) During the charter of the previous Committee, interested participants developed guidelines that were intended to improve the quality of outage reporting for those carriers currently required to report outages. The Committee will evaluate those guidelines and data provided in accordance with those guidelines and, if appropriate, recommend further refinements to those guidelines.

(c) During the charter of the previous Committee, interested participants recommended that the FCC adopt a voluntary reporting program, administered by the National Communications System, to gather outage data for those telecommunications and information service providers not currently required to report outages. The Committee will monitor this process, analyze the data obtained from the voluntary trial and report on the efficacy of that process, as well as the on-going reliability of such services.

(d) The Committee will evaluate existing network outage reporting requirements and make recommendations for improving, or where appropriate initiating, reporting requirements for:  (i) telecommunications carriers currently required to report outages; and (ii) telecommunications carriers not presently required to report service outages.

(e) Building on the work of the previous Committee, as appropriate, the Committee will continue to develop best practices recommendations and refine or modify, as appropriate, best practices recommendations developed by previous Committees.

(f) The Committee will continue to evaluate and report on the extent to which telecommunications common carriers are using best practices recommendations and applicable American National Standards Institute Committee T-1 standards, and identify ways to increase the use of best practices and relevant Committee T-1 standards by telecommunications service providers.

(3) Network Interoperability 

(a) The Committee will make recommendations concerning technical standards to ensure spectral compatibility in wireline networks and facilitate the deployment of xDSL and associated technologies.

(b) The Committee will make recommendations concerning the development of spectrum management processes within the wireline network that facilitate competition among CLECs and ILECs using different technologies while still maintaining network integrity.

(c) The Committee will make recommendations with respect to such additional topics as the Commission may specify. These topics may include requests for recommendations and technical advice on interoperability issues that may arise from convergence and digital packet networks, and how the Commission may best fulfill its responsibilities, particularly with respect to national defense and safety of life and property (including law enforcement) under the Communications Act. The Committee will assemble data and other information, perform analyses, and provide recommendations and advice to the Federal Communications Commission and the telecommunications industry concerning the foregoing. 

C. Period of Time Necessary for the Committee to Carry Out its Purpose

The Committee will require two years to carry out the purposes for which it has created.

D. Official to Whom the Committee Reports

Chairman, or Defense Commissioner, Federal Communications Commission.

E. Agency Responsible for Providing Necessary Support

The Federal Communications Commission will provide the necessary support for the Committee, including the facilities needed for the conduct of the meetings of the committee. Private sector members of the committee will serve without any government compensation and will not be entitled to travel expenses or per diem or subsistence allowances. 

F. Description of the Duties for Which the Committee is Responsible

The duties of the Committee will be to gather the data and information necessary to prepare studies, reports, and recommendations for assuring optimal network reliability within the parameters set forth in Section B, above. The Committee will also monitor future developments to ensure that network interoperability, and network reliability, are not at risk.

G. Estimated Annual Operating Costs in Dollars and Staff Years

Estimated staff years that will be expended by the Committee are 2 for the FCC staff and 12 for private sector and other governmental representatives. The estimated annual cost to the FCC of operating the committee is $100,000. 

H. Estimated Number and Frequency of Committee Meetings

The Committee will meet at least two times per year. Informal subcommittees may meet more frequently to facilitate the work of the Committee. 

I. Committee's Termination Date

The Committee will terminate January 6, 2002.

J. Date Original Charter Filed

January 6, 1992. 

Appendix D.   Final Service Disruption Reports with Limited Best Practices Analysis – Additional Details 

	FCC

Outage Identifier
	Brief Description of Cause
	Applicable Best Practice(s)

	00-117
	Telco contractor management/oversight
	none

	00-126
	Dual Processor Failure - procedural 
	5-588

	00-141
	Backup Power failure - unknown 
	5-660, 5-661

	00-156
	Dual Processor Failure - Hardware 
	5-588

	00-167
	Dual Interfaces removed - Insufficient training
	5-588

	00-178
	Hardware failure optical receiver 
	none

	00-197
	Dual Address conflict - verify switches on new packs
	5-618

	00-186
	Cable locate procedures - failed 
	5-708

	00-190
	Dual Processor Failure - Hardware 
	5-588

	00-192
	Dual STP failures - Hardware 
	none

	00-196
	Severe congestion - Traffic Rebalance
	none

	00-212
	Dual Processor Failure - Hardware 
	5-589

	00-213
	Fused power exceeded - Engineering 
	none

	00-219
	Optical node failure - Hardware (memory board) 
	none

	00-225
	Water main break flooded vault and power room
	none

	01-005
	Roof under construction leaked during heavy storms
	none

	01-008
	During power work, lost all power.  Batteries failed
	5-695.

	01-015
	Submarine cable damaged due to friction with corral
	none

	01-019
	Problem with transfer switch during power work
	No obvious BP

	01-021
	Tandem overload, call volume exceeded capacity
	none

	01-024
	Tandem overload, call volume exceeded capacity (same location as 01-021)
	none

	01-027
	Power contractor threw wrong set of breakers
	5-650, 5-693

	01-034
	Loose timing distribution ribbon
	5-510

	01-037
	Service disruption in tandem switch
	No obvious BP

	01-043
	STP power supply failure
	5-749

	01-066
	CCS7 isolation.  Cause unresolved
	No obvious BP

	01-089
	Software design problem in cable electronics
	none


	FCC

Outage Identifier
	Brief Description of Cause

(Fire Related Outages)
	Applicable Best Practice(s)

	00-110
	Fire in non-telco building damaged aerial cable
	None

	00-112
	Car struck pole, burned pole and aerial cable. 
	None

	00-131
	Wildfire burned aerial cable
	None

	00-146
	Fire in non-telco building damaged aerial cable
	None

	00-188
	Fire in non-telco building damaged aerial cable
	None

	00-195
	Truck fire burned aerial cable. 
	None

	00-204
	Fire in non-telco building damaged aerial cable.
	None

	00-221
	Fire in non-telco building damaged aerial cable. 
	None

	01-001
	Vandals burned cross-connect box. 
	None

	01-018
	Fire in power MH burned nearby UG cable. 
	None

	01-022
	Fire in power conduit on pole damaged aerial cable.
	None

	01-039
	Truck fire burned aerial cable.
	None

	01-044
	Explosion in power MH damaged UG cable. 
	None

	01-057
	Arson in MH damaged UG cable. 
	None

	01-061
	Fire in non-telco building damaged aerial cable.
	None

	01-064
	Controlled burn on farm got out of control and damaged UG cable.
	None

	01-083
	Truck fire burned aerial cable.
	None

	01-085
	During storm, tree broke power cable that burned aerial cable.
	None


Appendix E.  Non Disclosure Agreement for Network Reliability Best Practices Industry Survey
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NON-DISCLOSURE AGRI

T

“This Apreement s made and entered into this 17" day of August, 2001 (the “Effect ve
Date”). by and betsceen Telcodata, A BPL Company, (“Telcodata’) and Network Reliability
and Interoperability Council V Steering Committee, ('NRIC V") s organization charterel
2y the Federal Communications Comuission (FCC") and created 1o work  with
lecommunications industry w0 assure optimal reliability and miempershility o public
‘elecammunications networks (each being o 'party” or collecively "parties').

L Disclosure. NRIC has reaived Telcendans 12 conduct a survy of best prctices for
prcket switching in the telecommunications industy The survey shall ualute incusiy e of
et prcties, the efTetivenes of bt practices, cost of mplementing those hes pracices and
the ik of not iplaananing dem. The fnal eepor is the property of NRIC and will not contain
proprietary or company_identifying. iaformation. In cornection therewith, Telecodata may
feceive rom NRIC. it members o other companizs confdental ntwork, technical. finncial
andior other information, mateial o data tht is writtn, oal o n any ofher form, slectonic or
otherwise collectively Ieformarion”) which s considered confidential und propritany

2 Confidential Information. *Confidential Iformation” means () any Information, that
is marked as confidential, proprictary or with a similar egend, or Information that a party should
reasonasly believs 1o be coafidential based upan it content,disclosed by or on hehllof a party
"Disclosing Party") to Teloodeta, including. without limitarion, any matericls. trade secrcts,
know-how. " formulas, - processes. algorithms, ideas.  stategies, imventicns, data. network
configurations. system architecture. designs, fow charts, drawings, proprieiry information,
husiness and marketing plans, financial end operational infermation, and all other ron-public
informatian, materil or data relating to the current and/or futuse business und aperations of the
Disclosing Party, and (b) any analyses, compilations, studics, summaries, extacts or other
documentation preparcd by Telcodata based on he Confidential Information disclosed by the
Disclosing Pary.

3. Public Information  Notwitsanding any other provision of this Agreement,
Information shall not be. or shall cease to be, Confidential Informasion hercuncer: (1) if such
Information is kaown o Tlcadita, without restriccion, prior o disclosare thercof by the
Disclosing Party, as denomstaated by writien records n existence at the time of disclosurc; (b)
after sueh Tnformation is published or hecomes vailable 1o oticrs, withont “esiriction and
without breach of this Agrcement by Teleodata: (2) afir such [nformation becomes avai able to
Teleodata from others who are not known, or reascnably should have hecn ko, by the
Telcodata o be in breach of any algation tc hold such Information in corfidence; or (d) if such
Information is developed by Telcodata independent ofuny disslosurc of such Informatior: by the
Disclosing Party and without any use of the Confidential Information of the Disclsing Part, a5
demonstzated by wrilten records created at the time of such independent development,

4. Non-Disclosure Obligation. Unless otherwise agreed 1o in writing by the Disclosing
Party. Teleodata agrees (a) not to disclose the Confidential nformation (5) to use the same
degree af care anc diligence o protect such Cor fidential Information from disclosure o others as
such party empleys or should reasonably employ 1o %> proteet ts own informaion of like
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importance (but in no event less than reasonabie care). and ¢ not 10 use. eproduce or copy ‘he
Confidential Information. ia whale or in par, exeept 15 necessary for the evalution or sondact
afthe Proposed Relationship () o immsdlacey noify the Disclosing Parc upon discovery o any lose
or wnauthorized disclosurs of the Confideatial Information by Telcodats. Nowwithstanding he
foregoing, Teleodata may disclose the Confidental Informaton 0 such of lelcodata's
emplayees, consultants and agents (collectively "Teleodain Representative”) which Teleodsta
ezsonably and in good faita el eves are needed to be invoived i the cvaluation ar performance
of the Proposcd Relationship. provided such Teleodata Reproscntative is informed of this
Agreement and aprees 10 be hound by the terms hereof, and Telzodata uses best eflorts to cause
Telcodsta Representative 1 observe the terms of this Agreement. Te'codata agiees thet & breach
of this Agrcement by a Telcodata Representative shall consitue  breach of this Agteement by
Telcodzta. In the cvert that Telcodta is required by applisble law, rule, regulation o1 Lewal
order or muling of any court, govemment agency or reglitory commission to disclose any
Confidential Information, Telcodata agrees that it will provide the Disclosing Party with promp
ovice of such requesi(s) to cnable the Disclosing. Part 10 seek an eppropriate prorective order o
10 take steps o protect the confidertislity of such Confidensial Informmation, and in the cvent such
protestion is not obtained or the Disclosing Party waives compliance witl the provisions of this
Agrecment, Telcodata agrees that i will furnis: 03l that portion of the Cenfidential Information
which itis fegally required.

5. No Additional Rights. ‘Telcodata shall not have any rights or obl gations respecting the
Confidental Informatior. other than those specifieally set forth in this Agreement.  Without
fimiting the generalit cf any other provision of this Agreement: (a)no license s herchy or
otkerwise granted, directly or indireely, under any patent. copyright or otlcr proprieary right of
the Disclosicg Pacty o s third party vendors; and (b) ncither pacty shal be obligated © disclose.
Information (© the other party or to enter iuto any furlher agrecmens relating 1o the Proposed
Relationstip or Information. Telcodata shell, upon vriten requcst of the Disclosing Party, cither
retum 10 the Disclosing Pany all Confidenvial Information. including ol copics shereof, dise asedt
hereunder or provide the Disclosing Party with wriien nofice. exccuied by an authorized
signatory, that the.requested Confidental Information hes been destroyed.  Telcodata's
obligations under this. Agreement respecting the Confidential Information shall survive
termination of said iscussions in ascorcance wil the terms of this Agresent

6. Injunctive Relief Both parties acknowlodge and sgree that the Disclosing Party awns
all righs. title and interest in the Confdential Information. Both parties further acknow
and agree that the unauthorized disclosure of the Confidential Information will cause irrcparable
ham o the Disclosing Party. As a result of the unique niture of the Confidential Informaticn, in
addition t all other remedics available, the Disclasing Pary shall be catited 0 seek injunctive
and other extraordinary relief n 2 court of competent jurisdicton in order o snforce Telaodata’s
obligations hereunder.

7. Term. Fither party may terminate this Agreement by providing the otner party thirly (30)
days witten notice f its intent to terminate. The confidentialty obligations wder i
Agreement shall survive such termination puisuan  the s of this Agreement.
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8. Other Provisions. The partis further agree tha: (a) this Agrcement shell be governed
2y the laws of the State of Delaware; (k) this Agrecment sets forth the entire agreement and
nderstanding beisieen the parties with respet Lo the subject matter hercot. and none of the
‘ems of this Agrecment may be amended or modified except by a wellen insirument signed by
Sorh partis: (€)a party iy waive any rights encer this Agreement only by wiitien waiver duly
signed by such pany, enc o failure to exetcise or delay in exercising a right under this
Agreement shall constitute a waiver of such right: (d)the rights and obligations of each party
ander s Agrecment may pot be assigned or delegated. by operation of I or otherwis
without the corscnt o the other party, and this Agreement shall inure t the bernefit of the purties
ereto and their respetive successors and permited assigns. (<) no provision of fhis Agicanent
shallaffcet, limit or restrict cither partys ight 1 enygage in any business i eny place and at any
dime, whatsocver, provided Telcodate does not use, repraduce, copy or disclose the Canfidental
Information in violstion of this Agreement; () each party ugrees 20: to advertise, or oterwise
make known to others, any information regarding this Agreement or the Propased Relnrianship
except as may be requircd by law: (g) nether party males any representations or wartanties as o
the scenmcy or completeness of any Infomation disclosed hereunder: (h)the nvalidity or
unenforceabiliy of any provision of this Agrsement shall not afect the valdity o1 euforceability
of any other provision of his Agreement, i) all notces uncer this Agreerent rust be in wiiting
and shall be deemed 10 have been delivered to and received by a purty, ard will otherwise
become effective, on the date of actual delivery thereof (by persanal delivery, express delivery
service or certified mal) to the Notice Address of such party sct forth below: and () this
Agreement may be executed in counterparts; and (K) Signitures exchanged by facsimile are
effective for all purposes hereunder t the same extent s ariginal sigratures.

Network Reliabilcy and Interoperability Teleodata, A BPI Campany
Steering Committee o Level ("Telcoduta”)

y o O AML

lrec Name: _ Anhur S, Menko. o
Noriee Address: Notice Address:

5270 Greensboro Drive. 63 Wost Lascaster Avenuc

MeLear, VA 22102 Asdmere, Pemnsylania 19003

Ao S i Aun: A¥ Menko
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NON DISCLOSURE AGREEMEN

1 hereby sate that I have read the the confidentialty agreement entered into betwezn
NRIC V and Telecodaia and agrec o be bound by the terms of thoss protective provisions with
respect o any and all informaion produced i3 the course of s preject.

Name

Tl

T

Business address
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=

Teleoduts, A BPI Company
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The original NonDisclosure Agreement between NRIC and Telcodata is amended by inserting the following paragraph 4a between paragraphs 4 and 5:

4a. Limited Disclosure:  NRIC and Telcodata agree that Disclosing Parties will not be identified as the source of any specific responses in the survey's discussion, so that the origin of specific company responses will be protected.  Notwithstanding the above, Telcodata, with the consent of a Disclosing Party, may list the names of companies that participate in the survey or may list participants in sub-sector categories, as long as such listing does not associate specific responses with a specific company. The parties agree that no other disclosure of confidential information shall be allowed without further written agreement as required in Section 4.

Agreed to this ____ day of September, 2001.

	Network Reliability and Interoperability Council V Steering Committee c/o Level 3 Communications, LLC 
	Telcodata, A BPI Company ("Telcodata")

	By: 
[image: image22.png]S A A




	By:______________________________

	Name: Staci L. Pies 
	Name: ___________________________

	Notice Address:

8270 Greensboro Drive.

McLean, VA 22102

Attn:  Staci Pies


	Notice Address:

63 West Lancaster Avenue
Ardmore, Pennsylvania 19003 

Attn:  Art Menko



Appendix F.  Sample Page from Enhanced Web Site


Appendix G.  Detailed Industry Survey Results

(see separate 143 page document)

Example:

� EMBED OrgPlusWOPX.4  ���





PW01  


Place strong emphasis on human activities related to the operation of central office power systems (e.g. maintenance procedures, alarm system operation and response procedures, and training for operations personnel craft).





NE02  	


Placement of network elements in central office a secure environment - In an effort tTo provide ensure service assurance (thatmaintainabilityenance, connectivity, security, reliability), procedures are consistent with other telephony network elements and the availability of qualified maintenance personnel are enhanced, service critical network databases primarily used for call carrying / call handling functions (e.g. directory server, feature server, service control points, network databases, etc.) should be placed in a central office telephony environment secure environment.  








� See Appendix C, NRIC V Charter


� Figure 2 lists the Subcommittee membership.   On average, each Subcommittee member was supported by 8 subject matter experts in their organization.   


� In addition to ongoing coordination with the Steering Committee, the Subcommittee worked closely with Focus Group 2, Subcommittee 2.B1, Data Reporting and Analysis, Focus Group 2 Subcommittee 2.B2, Data Reporting and Analysis – Packet Switching, and Focus Group 4, Network Interoperability.  


� NRIC IV Final Report Executive Summary, 1999


� Wireless Emergency Response Team Final Report for the September 11, 2001 New York City World Trade Center Terrorist Attack, October 2001, � HYPERLINK "http://www.nric.org" ��www.nric.org�.  The Final Report documents  134 Key Learnings and 23 Recommendations. 


� Wireless Emergency Response Team (WERT) Final Report, October 2001.


� ALTS, AT&T, CTIA, and Verizon Council Presentations, October 30, 2001.  See Meeting Materials on � HYPERLINK "http://www.nric.org" ��www.nric.org�. 


� Stacy Cowley, IDG News Service, November 12, 2001, www.nwfusion.com/news/2001/1112dnsout.html


� Pennsylvania-New Jersey-Maryland Interconnection 'PJM' is the largest


� The National Coordinating Center (NCC) performed the “scrubbing” function per instructions provided by Subcommittee 2.B1.  For more information, see the Subcommittee 2.B1 Final Report.  


� � HYPERLINK "http://www.nric.org" ��www.nric.org�, � HYPERLINK "http://www.fcc.gov" ��www.fcc.gov�, � HYPERLINK "http://www.atis.org" ��www.atis.org� 


� The average number of experts consulted was 8 per representative.  


� Because some NRIC IV Best Practices were combined in the process described Section 4, the total number of Best Practices is not as simple adding the existing and new counts.   


� See the NRIC V Focus Group 4, Network Interoperability Final Report


� BPI-Telcodata, comprised of former industry executives, academicians, and statisticians has provided the telecommunications industry with information, network reliability, benchmarking and demand analysis since 1985.


� In Sections 6, the term “Service Provider” is inclusive of both Service Providers and Network Operators.  This aggregation was done for purposes of simplification in the design and execution of the industry survey.  


� Method of calculation: Divided the aggregated switched DEM (dial equipment minutes) minutes of each of the local exchange companies that responded to the survey into the total number of same industry minutes.


� Method of calculation: Divided the aggregated 1999 long distance revenue of the long distance and local exchange companies that responded to the survey into the total industry's revenues.


� Method of Calculation: Divided the aggregate count of switching systems of the vendors that responded to the survey by the total number of vendor identifiable switching systems in the Incumbent Local Exchange Companies network.


� Source: Dell'Oro Group periodic market share reports.


� See previous footnote on the use of the term “Service Provider”.  
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Respondents

		Category		Company		BU2

		EQ Circ		Lucent		Wireless

		EQ Circ		Lucent		Access

		EQ Circ		Lucent		Transport

		EQ Circ		Lucent		Circuit Switching

		EQ Circ		Lucent		Converged Solutions

		EQ Circ		Siemens		Circuit Switching

		EQ Pack		Cisco		Packet Switching/Routing

		EQ Pack		Juniper		Multiple

		EQ Pack		LongBoard		Converged Solutions

		EQ Pack		Lucent		Packet Switching/Routing

		EQ Pack		Marconi		Packet Switching

		EQ Pack		Marconi		Multiple

		EQ Pack		Nortel		Packet Switching/Routing

		EQ Pack		Nortel		Multiple

		EQ Pack		Nortel		Transport

		EQ Pack		Telcordia		Converged Solutions

		SP-NO Circ		AT&T		Multiple

		SP-NO Circ		BST		Wireline Switch

		SP-NO Circ		CHILL		Wireline Switch

		SP-NO Circ		Comcast		Cable Provider

		SP-NO Circ		COMPOR		Multiple

		SP-NO Circ		COX Cable		Cable Provider

		SP-NO Circ		CT2		Multiple

		SP-NO Circ		CTCOMM		Multiple

		SP-NO Circ		CTSVC		Multiple

		SP-NO Circ		CZN		Multiple

		SP-NO Circ		Deneph		Wireline Switch

		SP-NO Circ		Insight		Cable Provider

		SP-NO Circ		Marconi		Other Network Services

		SP-NO Circ		Qwest		WL Mobile

		SP-NO Circ		Qwest		Wireline Switch

		SP-NO Circ		Qwest		Wireline Transport

		SP-NO Circ		SRTEL		Wireline Switch

		SP-NO Circ		SureWest		Wireline Switch

		SP-NO Circ		Verizon		Multiple

		SP-NO Circ		Verizon		Wireless

		SP-NO Pack		AT&T		Multiple

		SP-NO Pack		BST		Packet Switching

		SP-NO Pack		LEVEL3		Packet Switching

		SP-NO Pack		SBC		Packet Transport

		SP-NO Pack		Sprint		Packet Transport

		SP-NO Pack		Sprint		Multiple

		SP-NO Pack		Verizon		Multiple

		SP-NO Pack		Verizon		Wireless

		SP-NO Pack		WinFirst		Other Network Services





NRIC Overview

		Implementation of Best Practice														Cost Associated with Implementing Best Practice

		Response 1 or 2		Equipment Supplier				Service Provider								Response 1		Equipment Supplier				Service Provider

		Interval		Circuit		Packet		Circuit		Packet		Composite				Interval		Circuit		Packet		Circuit		Packet		Composite

		95 to 100 %		37		30		95		151		131				95 to 100 %		6		0		1		5		1

		90 to 95 %		0		7		52		0		43				90 to 95 %		0		0		0		0		0

		80 to 90 %		10		12		39		35		42				80 to 90 %		3		0		5		4		4

		70 to 80 %		0		4		15		17		17				70 to 80 %		4		2		2		2		5

		60 to 70 %		1		1		9		13		8				60 to 70 %		10		8		6		6		9

		50 to 60 %		2		0		1		8		3				50 to 60 %		4		3		11		14		12

		< 50 %		0		1		4		6		6				< 50 %		23		42		190		199		219

		Total BPs		50		55		215		230		250				Total BPs		50		55		215		230		250

		1 = Implemented Everywhere Needed														1 = High

		2 = Implemented In Critical Areas														2 = Moderately High

		Effect on Network Reliability of Implementing Best Practice														Risk Associated with Not Implementing Best Practice

		Response 1 or 2		Equipment Supplier				Service Provider								Response 1 or 2		Equipment Supplier				Service Provider

		Interval		Circuit		Packet		Circuit		Packet		Composite				Interval		Circuit		Packet		Circuit		Packet		Composite

		95 to 100 %		42		41		135		204		176				95 to 100 %		30		20		45		146		78

		90 to 95 %		0		5		46		0		40				90 to 95 %		0		10		58		0		60

		80 to 90 %		4		4		25		13		23				80 to 90 %		10		14		54		30		51

		70 to 80 %		2		4		4		3		6				70 to 80 %		2		5		28		11		26

		60 to 70 %		2		1		4		5		2				60 to 70 %		6		2		15		12		16

		50 to 60 %		0		0		1		4		3				50 to 60 %		1		2		8		17		10

		< 50 %		0		0		0		1		0				< 50 %		1		2		7		14		9

		Total BPs		50		55		215		230		250				Total BPs		50		55		215		230		250

		1 = Effective														1 = High

		2 = Moderately Effective														2 = Moderately High

		IMPLEMENTATION

		Interval

		< 50 %		0.9818181818				54

		50 to 60 %		0.9818181818				54

		60 to 70 %		0.9818181818				54

		70 to 80 %		0.9636363636				53

		80 to 90 %		0.8909090909				49

		90 to 100 %		0.6727272727				37
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Respondents

		Category		Company		BU2

		EQ Circ		Lucent		Wireless

		EQ Circ		Lucent		Access

		EQ Circ		Lucent		Transport

		EQ Circ		Lucent		Circuit Switching

		EQ Circ		Lucent		Converged Solutions

		EQ Circ		Siemens		Circuit Switching

		EQ Pack		Cisco		Packet Switching/Routing

		EQ Pack		Juniper		Multiple

		EQ Pack		LongBoard		Converged Solutions

		EQ Pack		Lucent		Packet Switching/Routing

		EQ Pack		Marconi		Packet Switching

		EQ Pack		Marconi		Multiple

		EQ Pack		Nortel		Packet Switching/Routing

		EQ Pack		Nortel		Multiple

		EQ Pack		Nortel		Transport

		EQ Pack		Telcordia		Converged Solutions

		SP-NO Circ		AT&T		Multiple

		SP-NO Circ		BST		Wireline Switch

		SP-NO Circ		CHILL		Wireline Switch

		SP-NO Circ		Comcast		Cable Provider

		SP-NO Circ		COMPOR		Multiple

		SP-NO Circ		COX Cable		Cable Provider

		SP-NO Circ		CT2		Multiple

		SP-NO Circ		CTCOMM		Multiple

		SP-NO Circ		CTSVC		Multiple

		SP-NO Circ		CZN		Multiple

		SP-NO Circ		Deneph		Wireline Switch

		SP-NO Circ		Insight		Cable Provider

		SP-NO Circ		Marconi		Other Network Services

		SP-NO Circ		Qwest		WL Mobile

		SP-NO Circ		Qwest		Wireline Switch

		SP-NO Circ		Qwest		Wireline Transport

		SP-NO Circ		SRTEL		Wireline Switch

		SP-NO Circ		SureWest		Wireline Switch

		SP-NO Circ		Verizon		Multiple

		SP-NO Circ		Verizon		Wireless

		SP-NO Pack		AT&T		Multiple

		SP-NO Pack		BST		Packet Switching

		SP-NO Pack		LEVEL3		Packet Switching

		SP-NO Pack		SBC		Packet Transport

		SP-NO Pack		Sprint		Packet Transport

		SP-NO Pack		Sprint		Multiple

		SP-NO Pack		Verizon		Multiple

		SP-NO Pack		Verizon		Wireless

		SP-NO Pack		WinFirst		Other Network Services





NRIC Overview

		Implementation of Best Practice														Cost Associated with Implementing Best Practice

		Response 1 or 2		Equipment Supplier				Service Provider								Response 1		Equipment Supplier				Service Provider

		Interval		Circuit		Packet		Circuit		Packet		Composite				Interval		Circuit		Packet		Circuit		Packet		Composite

		95 to 100 %		37		30		95		151		131				95 to 100 %		6		0		1		5		1

		90 to 95 %		0		7		52		0		43				90 to 95 %		0		0		0		0		0

		80 to 90 %		10		12		39		35		42				80 to 90 %		3		0		5		4		4

		70 to 80 %		0		4		15		17		17				70 to 80 %		4		2		2		2		5

		60 to 70 %		1		1		9		13		8				60 to 70 %		10		8		6		6		9

		50 to 60 %		2		0		1		8		3				50 to 60 %		4		3		11		14		12

		< 50 %		0		1		4		6		6				< 50 %		23		42		190		199		219

		Total BPs		50		55		215		230		250				Total BPs		50		55		215		230		250

		1 = Implemented Everywhere Needed														1 = High

		2 = Implemented In Critical Areas														2 = Moderately High

		Effect on Network Reliability of Implementing Best Practice														Risk Associated with Not Implementing Best Practice

		Response 1 or 2		Equipment Supplier				Service Provider								Response 1 or 2		Equipment Supplier				Service Provider

		Interval		Circuit		Packet		Circuit		Packet		Composite				Interval		Circuit		Packet		Circuit		Packet		Composite

		95 to 100 %		42		41		135		204		176				95 to 100 %		30		20		45		146		78

		90 to 95 %		0		5		46		0		40				90 to 95 %		0		10		58		0		60

		80 to 90 %		4		4		25		13		23				80 to 90 %		10		14		54		30		51

		70 to 80 %		2		4		4		3		6				70 to 80 %		2		5		28		11		26

		60 to 70 %		2		1		4		5		2				60 to 70 %		6		2		15		12		16

		50 to 60 %		0		0		1		4		3				50 to 60 %		1		2		8		17		10

		< 50 %		0		0		0		1		0				< 50 %		1		2		7		14		9

		Total BPs		50		55		215		230		250				Total BPs		50		55		215		230		250

		1 = Effective														1 = High

		2 = Moderately Effective														2 = Moderately High

		Interval						Circuit

		< 50 %		1				55

		50 to 60 %		1				55

		60 to 70 %		1				55

		70 to 80 %		0.9818181818				54

		80 to 90 %		0.9090909091				50

		90 to 100 %		0.8363636364				46
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Respondents

		Category		Company		BU2

		EQ Circ		Lucent		Wireless

		EQ Circ		Lucent		Access

		EQ Circ		Lucent		Transport

		EQ Circ		Lucent		Circuit Switching

		EQ Circ		Lucent		Converged Solutions

		EQ Circ		Siemens		Circuit Switching

		EQ Pack		Cisco		Packet Switching/Routing

		EQ Pack		Juniper		Multiple

		EQ Pack		LongBoard		Converged Solutions

		EQ Pack		Lucent		Packet Switching/Routing

		EQ Pack		Marconi		Packet Switching

		EQ Pack		Marconi		Multiple

		EQ Pack		Nortel		Packet Switching/Routing

		EQ Pack		Nortel		Multiple

		EQ Pack		Nortel		Transport

		EQ Pack		Telcordia		Converged Solutions

		SP-NO Circ		AT&T		Multiple

		SP-NO Circ		BST		Wireline Switch

		SP-NO Circ		CHILL		Wireline Switch

		SP-NO Circ		Comcast		Cable Provider

		SP-NO Circ		COMPOR		Multiple

		SP-NO Circ		COX Cable		Cable Provider

		SP-NO Circ		CT2		Multiple

		SP-NO Circ		CTCOMM		Multiple

		SP-NO Circ		CTSVC		Multiple

		SP-NO Circ		CZN		Multiple

		SP-NO Circ		Deneph		Wireline Switch

		SP-NO Circ		Insight		Cable Provider

		SP-NO Circ		Marconi		Other Network Services

		SP-NO Circ		Qwest		WL Mobile

		SP-NO Circ		Qwest		Wireline Switch

		SP-NO Circ		Qwest		Wireline Transport

		SP-NO Circ		SRTEL		Wireline Switch

		SP-NO Circ		SureWest		Wireline Switch

		SP-NO Circ		Verizon		Multiple

		SP-NO Circ		Verizon		Wireless

		SP-NO Pack		AT&T		Multiple

		SP-NO Pack		BST		Packet Switching

		SP-NO Pack		LEVEL3		Packet Switching

		SP-NO Pack		SBC		Packet Transport

		SP-NO Pack		Sprint		Packet Transport

		SP-NO Pack		Sprint		Multiple

		SP-NO Pack		Verizon		Multiple

		SP-NO Pack		Verizon		Wireless

		SP-NO Pack		WinFirst		Other Network Services





NRIC Overview

		Implementation of Best Practice														Cost Associated with Implementing Best Practice

		Response 1 or 2		Equipment Supplier				Service Provider								Response 1		Equipment Supplier				Service Provider

		Interval		Circuit		Packet		Circuit		Packet		Composite				Interval		Circuit		Packet		Circuit		Packet		Composite

		95 to 100 %		37		30		95		151		131				95 to 100 %		6		0		1		5		1

		90 to 95 %		0		7		52		0		43				90 to 95 %		0		0		0		0		0

		80 to 90 %		10		12		39		35		42				80 to 90 %		3		0		5		4		4

		70 to 80 %		0		4		15		17		17				70 to 80 %		4		2		2		2		5

		60 to 70 %		1		1		9		13		8				60 to 70 %		10		8		6		6		9

		50 to 60 %		2		0		1		8		3				50 to 60 %		4		3		11		14		12

		< 50 %		0		1		4		6		6				< 50 %		23		42		190		199		219

		Total BPs		50		55		215		230		250				Total BPs		50		55		215		230		250

		1 = Implemented Everywhere Needed														1 = High

		2 = Implemented In Critical Areas														2 = Moderately High

		Effect on Network Reliability of Implementing Best Practice														Risk Associated with Not Implementing Best Practice

		Response 1 or 2		Equipment Supplier				Service Provider								Response 1 or 2		Equipment Supplier				Service Provider

		Interval		Circuit		Packet		Circuit		Packet		Composite				Interval		Circuit		Packet		Circuit		Packet		Composite

		95 to 100 %		42		41		135		204		176				95 to 100 %		30		20		45		146		78

		90 to 95 %		0		5		46		0		40				90 to 95 %		0		10		58		0		60

		80 to 90 %		4		4		25		13		23				80 to 90 %		10		14		54		30		51

		70 to 80 %		2		4		4		3		6				70 to 80 %		2		5		28		11		26

		60 to 70 %		2		1		4		5		2				60 to 70 %		6		2		15		12		16

		50 to 60 %		0		0		1		4		3				50 to 60 %		1		2		8		17		10

		< 50 %		0		0		0		1		0				< 50 %		1		2		7		14		9

		Total BPs		50		55		215		230		250				Total BPs		50		55		215		230		250

		1 = Effective														1 = High

		2 = Moderately Effective														2 = Moderately High

		IMPLEMENTATION

		Interval

		50 to 60 %		0.2363636364				13

		60 to 70 %		0.1818181818				10

		70 to 80 %		0.0363636364				2

		80 to 90 %		0				0

		90 to 100 %		0				0
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Respondents

		Category		Company		BU2

		EQ Circ		Lucent		Wireless

		EQ Circ		Lucent		Access

		EQ Circ		Lucent		Transport

		EQ Circ		Lucent		Circuit Switching

		EQ Circ		Lucent		Converged Solutions

		EQ Circ		Siemens		Circuit Switching

		EQ Pack		Cisco		Packet Switching/Routing

		EQ Pack		Juniper		Multiple

		EQ Pack		LongBoard		Converged Solutions

		EQ Pack		Lucent		Packet Switching/Routing

		EQ Pack		Marconi		Packet Switching

		EQ Pack		Marconi		Multiple

		EQ Pack		Nortel		Packet Switching/Routing

		EQ Pack		Nortel		Multiple

		EQ Pack		Nortel		Transport

		EQ Pack		Telcordia		Converged Solutions

		SP-NO Circ		AT&T		Multiple

		SP-NO Circ		BST		Wireline Switch

		SP-NO Circ		CHILL		Wireline Switch

		SP-NO Circ		Comcast		Cable Provider

		SP-NO Circ		COMPOR		Multiple

		SP-NO Circ		COX Cable		Cable Provider

		SP-NO Circ		CT2		Multiple

		SP-NO Circ		CTCOMM		Multiple

		SP-NO Circ		CTSVC		Multiple

		SP-NO Circ		CZN		Multiple

		SP-NO Circ		Deneph		Wireline Switch

		SP-NO Circ		Insight		Cable Provider

		SP-NO Circ		Marconi		Other Network Services

		SP-NO Circ		Qwest		WL Mobile

		SP-NO Circ		Qwest		Wireline Switch

		SP-NO Circ		Qwest		Wireline Transport

		SP-NO Circ		SRTEL		Wireline Switch

		SP-NO Circ		SureWest		Wireline Switch

		SP-NO Circ		Verizon		Multiple

		SP-NO Circ		Verizon		Wireless

		SP-NO Pack		AT&T		Multiple

		SP-NO Pack		BST		Packet Switching

		SP-NO Pack		LEVEL3		Packet Switching

		SP-NO Pack		SBC		Packet Transport

		SP-NO Pack		Sprint		Packet Transport

		SP-NO Pack		Sprint		Multiple

		SP-NO Pack		Verizon		Multiple

		SP-NO Pack		Verizon		Wireless

		SP-NO Pack		WinFirst		Other Network Services





NRIC Overview

		Implementation of Best Practice														Cost Associated with Implementing Best Practice

		Response 1 or 2		Equipment Supplier				Service Provider								Response 1		Equipment Supplier				Service Provider

		Interval		Circuit		Packet		Circuit		Packet		Composite				Interval		Circuit		Packet		Circuit		Packet		Composite

		95 to 100 %		37		30		95		151		131				95 to 100 %		6		0		1		5		1

		90 to 95 %		0		7		52		0		43				90 to 95 %		0		0		0		0		0

		80 to 90 %		10		12		39		35		42				80 to 90 %		3		0		5		4		4

		70 to 80 %		0		4		15		17		17				70 to 80 %		4		2		2		2		5

		60 to 70 %		1		1		9		13		8				60 to 70 %		10		8		6		6		9

		50 to 60 %		2		0		1		8		3				50 to 60 %		4		3		11		14		12

		< 50 %		0		1		4		6		6				< 50 %		23		42		190		199		219

		Total BPs		50		55		215		230		250				Total BPs		50		55		215		230		250

		1 = Implemented Everywhere Needed														1 = High

		2 = Implemented In Critical Areas														2 = Moderately High

		Effect on Network Reliability of Implementing Best Practice														Risk Associated with Not Implementing Best Practice

		Response 1 or 2		Equipment Supplier				Service Provider								Response 1 or 2		Equipment Supplier				Service Provider

		Interval		Circuit		Packet		Circuit		Packet		Composite				Interval		Circuit		Packet		Circuit		Packet		Composite

		95 to 100 %		42		41		135		204		176				95 to 100 %		30		20		45		146		78

		90 to 95 %		0		5		46		0		40				90 to 95 %		0		10		58		0		60

		80 to 90 %		4		4		25		13		23				80 to 90 %		10		14		54		30		51

		70 to 80 %		2		4		4		3		6				70 to 80 %		2		5		28		11		26

		60 to 70 %		2		1		4		5		2				60 to 70 %		6		2		15		12		16

		50 to 60 %		0		0		1		4		3				50 to 60 %		1		2		8		17		10

		< 50 %		0		0		0		1		0				< 50 %		1		2		7		14		9

		Total BPs		50		55		215		230		250				Total BPs		50		55		215		230		250

		1 = Effective														1 = High

		2 = Moderately Effective														2 = Moderately High

		50 to 60 %		0.9391304348		216

		60 to 70 %		0.8652173913		199

		70 to 80 %		0.8130434783		187

		80 to 90 %		0.7652173913		176

		90 to 100 %		0.6347826087		146
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Respondents


			Category			Company			BU2


			EQ Circ			Lucent			Wireless


			EQ Circ			Lucent			Access


			EQ Circ			Lucent			Transport


			EQ Circ			Lucent			Circuit Switching


			EQ Circ			Lucent			Converged Solutions


			EQ Circ			Siemens			Circuit Switching


			EQ Pack			Cisco			Packet Switching/Routing


			EQ Pack			Juniper			Multiple


			EQ Pack			LongBoard			Converged Solutions


			EQ Pack			Lucent			Packet Switching/Routing


			EQ Pack			Marconi			Packet Switching


			EQ Pack			Marconi			Multiple


			EQ Pack			Nortel			Packet Switching/Routing


			EQ Pack			Nortel			Multiple


			EQ Pack			Nortel			Transport


			EQ Pack			Telcordia			Converged Solutions


			SP-NO Circ			AT&T			Multiple


			SP-NO Circ			BST			Wireline Switch


			SP-NO Circ			CHILL			Wireline Switch


			SP-NO Circ			Comcast			Cable Provider


			SP-NO Circ			COMPOR			Multiple


			SP-NO Circ			COX Cable			Cable Provider


			SP-NO Circ			CT2			Multiple


			SP-NO Circ			CTCOMM			Multiple


			SP-NO Circ			CTSVC			Multiple


			SP-NO Circ			CZN			Multiple


			SP-NO Circ			Deneph			Wireline Switch


			SP-NO Circ			Insight			Cable Provider


			SP-NO Circ			Marconi			Other Network Services


			SP-NO Circ			Qwest			WL Mobile


			SP-NO Circ			Qwest			Wireline Switch


			SP-NO Circ			Qwest			Wireline Transport


			SP-NO Circ			SRTEL			Wireline Switch


			SP-NO Circ			SureWest			Wireline Switch


			SP-NO Circ			Verizon			Multiple


			SP-NO Circ			Verizon			Wireless


			SP-NO Pack			AT&T			Multiple


			SP-NO Pack			BST			Packet Switching


			SP-NO Pack			LEVEL3			Packet Switching


			SP-NO Pack			SBC			Packet Transport


			SP-NO Pack			Sprint			Packet Transport


			SP-NO Pack			Sprint			Multiple


			SP-NO Pack			Verizon			Multiple


			SP-NO Pack			Verizon			Wireless


			SP-NO Pack			WinFirst			Other Network Services








NRIC Overview


			Implementation of Best Practice																					Cost Associated with Implementing Best Practice


			Response 1 or 2			Equipment Supplier						Service Provider												Response 1			Equipment Supplier						Service Provider


			Interval			Circuit			Packet			Circuit			Packet			Composite						Interval			Circuit			Packet			Circuit			Packet			Composite


			95 to 100 %			37			30			95			151			131						95 to 100 %			6			0			1			5			1


			90 to 95 %			0			7			52			0			43						90 to 95 %			0			0			0			0			0


			80 to 90 %			10			12			39			35			42						80 to 90 %			3			0			5			4			4


			70 to 80 %			0			4			15			17			17						70 to 80 %			4			2			2			2			5


			60 to 70 %			1			1			9			13			8						60 to 70 %			10			8			6			6			9


			50 to 60 %			2			0			1			8			3						50 to 60 %			4			3			11			14			12


			< 50 %			0			1			4			6			6						< 50 %			23			42			190			199			219


			Total BPs			50			55			215			230			250						Total BPs			50			55			215			230			250


			1 = Implemented Everywhere Needed																					1 = High


			2 = Implemented In Critical Areas																					2 = Moderately High


			Effect on Network Reliability of Implementing Best Practice																					Risk Associated with Not Implementing Best Practice


			Response 1 or 2			Equipment Supplier						Service Provider												Response 1 or 2			Equipment Supplier						Service Provider


			Interval			Circuit			Packet			Circuit			Packet			Composite						Interval			Circuit			Packet			Circuit			Packet			Composite


			95 to 100 %			42			41			135			204			176						95 to 100 %			30			20			45			146			78


			90 to 95 %			0			5			46			0			40						90 to 95 %			0			10			58			0			60


			80 to 90 %			4			4			25			13			23						80 to 90 %			10			14			54			30			51


			70 to 80 %			2			4			4			3			6						70 to 80 %			2			5			28			11			26


			60 to 70 %			2			1			4			5			2						60 to 70 %			6			2			15			12			16


			50 to 60 %			0			0			1			4			3						50 to 60 %			1			2			8			17			10


			< 50 %			0			0			0			1			0						< 50 %			1			2			7			14			9


			Total BPs			50			55			215			230			250						Total BPs			50			55			215			230			250


			1 = Effective																					1 = High


			2 = Moderately Effective																					2 = Moderately High


			IMPLEMENTATION


			Interval


			50 to 60 %			0.9391304348						216


			60 to 70 %			0.8652173913						199


			70 to 80 %			0.8130434783						187


			80 to 90 %			0.7652173913						176


			90 to 100 %			0.6347826087						146
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Respondents

		Category		Company		BU2

		EQ Circ		Lucent		Wireless

		EQ Circ		Lucent		Access

		EQ Circ		Lucent		Transport

		EQ Circ		Lucent		Circuit Switching

		EQ Circ		Lucent		Converged Solutions

		EQ Circ		Siemens		Circuit Switching

		EQ Pack		Cisco		Packet Switching/Routing

		EQ Pack		Juniper		Multiple

		EQ Pack		LongBoard		Converged Solutions

		EQ Pack		Lucent		Packet Switching/Routing

		EQ Pack		Marconi		Packet Switching

		EQ Pack		Marconi		Multiple

		EQ Pack		Nortel		Packet Switching/Routing

		EQ Pack		Nortel		Multiple

		EQ Pack		Nortel		Transport

		EQ Pack		Telcordia		Converged Solutions

		SP-NO Circ		AT&T		Multiple

		SP-NO Circ		BST		Wireline Switch

		SP-NO Circ		CHILL		Wireline Switch

		SP-NO Circ		Comcast		Cable Provider

		SP-NO Circ		COMPOR		Multiple

		SP-NO Circ		COX Cable		Cable Provider

		SP-NO Circ		CT2		Multiple

		SP-NO Circ		CTCOMM		Multiple

		SP-NO Circ		CTSVC		Multiple

		SP-NO Circ		CZN		Multiple

		SP-NO Circ		Deneph		Wireline Switch

		SP-NO Circ		Insight		Cable Provider

		SP-NO Circ		Marconi		Other Network Services

		SP-NO Circ		Qwest		WL Mobile

		SP-NO Circ		Qwest		Wireline Switch

		SP-NO Circ		Qwest		Wireline Transport

		SP-NO Circ		SRTEL		Wireline Switch

		SP-NO Circ		SureWest		Wireline Switch

		SP-NO Circ		Verizon		Multiple

		SP-NO Circ		Verizon		Wireless

		SP-NO Pack		AT&T		Multiple

		SP-NO Pack		BST		Packet Switching

		SP-NO Pack		LEVEL3		Packet Switching

		SP-NO Pack		SBC		Packet Transport

		SP-NO Pack		Sprint		Packet Transport

		SP-NO Pack		Sprint		Multiple

		SP-NO Pack		Verizon		Multiple

		SP-NO Pack		Verizon		Wireless

		SP-NO Pack		WinFirst		Other Network Services





NRIC Overview

		Implementation of Best Practice														Cost Associated with Implementing Best Practice

		Response 1 or 2		Equipment Supplier				Service Provider								Response 1		Equipment Supplier				Service Provider

		Interval		Circuit		Packet		Circuit		Packet		Composite				Interval		Circuit		Packet		Circuit		Packet		Composite

		95 to 100 %		37		30		95		151		131				95 to 100 %		6		0		1		5		1

		90 to 95 %		0		7		52		0		43				90 to 95 %		0		0		0		0		0

		80 to 90 %		10		12		39		35		42				80 to 90 %		3		0		5		4		4

		70 to 80 %		0		4		15		17		17				70 to 80 %		4		2		2		2		5

		60 to 70 %		1		1		9		13		8				60 to 70 %		10		8		6		6		9

		50 to 60 %		2		0		1		8		3				50 to 60 %		4		3		11		14		12

		< 50 %		0		1		4		6		6				< 50 %		23		42		190		199		219

		Total BPs		50		55		215		230		250				Total BPs		50		55		215		230		250

		1 = Implemented Everywhere Needed														1 = High

		2 = Implemented In Critical Areas														2 = Moderately High

		Effect on Network Reliability of Implementing Best Practice														Risk Associated with Not Implementing Best Practice

		Response 1 or 2		Equipment Supplier				Service Provider								Response 1 or 2		Equipment Supplier				Service Provider

		Interval		Circuit		Packet		Circuit		Packet		Composite				Interval		Circuit		Packet		Circuit		Packet		Composite

		95 to 100 %		42		41		135		204		176				95 to 100 %		30		20		45		146		78

		90 to 95 %		0		5		46		0		40				90 to 95 %		0		10		58		0		60

		80 to 90 %		4		4		25		13		23				80 to 90 %		10		14		54		30		51

		70 to 80 %		2		4		4		3		6				70 to 80 %		2		5		28		11		26

		60 to 70 %		2		1		4		5		2				60 to 70 %		6		2		15		12		16

		50 to 60 %		0		0		1		4		3				50 to 60 %		1		2		8		17		10

		< 50 %		0		0		0		1		0				< 50 %		1		2		7		14		9

		Total BPs		50		55		215		230		250				Total BPs		50		55		215		230		250

		1 = Effective														1 = High

		2 = Moderately Effective														2 = Moderately High

		50 to 60 %		0.98		49

		60 to 70 %		0.96		48

		70 to 80 %		0.84		42

		80 to 90 %		0.8		40

		90 to 100 %		0.6		30
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Respondents


			Category			Company			BU2


			EQ Circ			Lucent			Wireless


			EQ Circ			Lucent			Access


			EQ Circ			Lucent			Transport


			EQ Circ			Lucent			Circuit Switching


			EQ Circ			Lucent			Converged Solutions


			EQ Circ			Siemens			Circuit Switching


			EQ Pack			Cisco			Packet Switching/Routing


			EQ Pack			Juniper			Multiple


			EQ Pack			LongBoard			Converged Solutions


			EQ Pack			Lucent			Packet Switching/Routing


			EQ Pack			Marconi			Packet Switching


			EQ Pack			Marconi			Multiple


			EQ Pack			Nortel			Packet Switching/Routing


			EQ Pack			Nortel			Multiple


			EQ Pack			Nortel			Transport


			EQ Pack			Telcordia			Converged Solutions


			SP-NO Circ			AT&T			Multiple


			SP-NO Circ			BST			Wireline Switch


			SP-NO Circ			CHILL			Wireline Switch


			SP-NO Circ			Comcast			Cable Provider


			SP-NO Circ			COMPOR			Multiple


			SP-NO Circ			COX Cable			Cable Provider


			SP-NO Circ			CT2			Multiple


			SP-NO Circ			CTCOMM			Multiple


			SP-NO Circ			CTSVC			Multiple


			SP-NO Circ			CZN			Multiple


			SP-NO Circ			Deneph			Wireline Switch


			SP-NO Circ			Insight			Cable Provider


			SP-NO Circ			Marconi			Other Network Services


			SP-NO Circ			Qwest			WL Mobile


			SP-NO Circ			Qwest			Wireline Switch


			SP-NO Circ			Qwest			Wireline Transport


			SP-NO Circ			SRTEL			Wireline Switch


			SP-NO Circ			SureWest			Wireline Switch


			SP-NO Circ			Verizon			Multiple


			SP-NO Circ			Verizon			Wireless


			SP-NO Pack			AT&T			Multiple


			SP-NO Pack			BST			Packet Switching


			SP-NO Pack			LEVEL3			Packet Switching


			SP-NO Pack			SBC			Packet Transport


			SP-NO Pack			Sprint			Packet Transport


			SP-NO Pack			Sprint			Multiple


			SP-NO Pack			Verizon			Multiple


			SP-NO Pack			Verizon			Wireless


			SP-NO Pack			WinFirst			Other Network Services








NRIC Overview


			Implementation of Best Practice																					Cost Associated with Implementing Best Practice


			Response 1 or 2			Equipment Supplier						Service Provider												Response 1			Equipment Supplier						Service Provider


			Interval			Circuit			Packet			Circuit			Packet			Composite						Interval			Circuit			Packet			Circuit			Packet			Composite


			95 to 100 %			37			30			95			151			131						95 to 100 %			6			0			1			5			1


			90 to 95 %			0			7			52			0			43						90 to 95 %			0			0			0			0			0


			80 to 90 %			10			12			39			35			42						80 to 90 %			3			0			5			4			4


			70 to 80 %			0			4			15			17			17						70 to 80 %			4			2			2			2			5


			60 to 70 %			1			1			9			13			8						60 to 70 %			10			8			6			6			9


			50 to 60 %			2			0			1			8			3						50 to 60 %			4			3			11			14			12


			< 50 %			0			1			4			6			6						< 50 %			23			42			190			199			219


			Total BPs			50			55			215			230			250						Total BPs			50			55			215			230			250


			1 = Implemented Everywhere Needed																					1 = High


			2 = Implemented In Critical Areas																					2 = Moderately High


			Effect on Network Reliability of Implementing Best Practice																					Risk Associated with Not Implementing Best Practice


			Response 1 or 2			Equipment Supplier						Service Provider												Response 1 or 2			Equipment Supplier						Service Provider


			Interval			Circuit			Packet			Circuit			Packet			Composite						Interval			Circuit			Packet			Circuit			Packet			Composite


			95 to 100 %			42			41			135			204			176						95 to 100 %			30			20			45			146			78


			90 to 95 %			0			5			46			0			40						90 to 95 %			0			10			58			0			60


			80 to 90 %			4			4			25			13			23						80 to 90 %			10			14			54			30			51


			70 to 80 %			2			4			4			3			6						70 to 80 %			2			5			28			11			26


			60 to 70 %			2			1			4			5			2						60 to 70 %			6			2			15			12			16


			50 to 60 %			0			0			1			4			3						50 to 60 %			1			2			8			17			10


			< 50 %			0			0			0			1			0						< 50 %			1			2			7			14			9


			Total BPs			50			55			215			230			250						Total BPs			50			55			215			230			250


			1 = Effective																					1 = High


			2 = Moderately Effective																					2 = Moderately High


			IMPLEMENTATION


			Interval


			50 to 60 %			0.9391304348						216


			60 to 70 %			0.8652173913						199


			70 to 80 %			0.8130434783						187


			80 to 90 %			0.7652173913						176


			90 to 100 %			0.6347826087						146
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Respondents

		Category		Company		BU2

		EQ Circ		Lucent		Wireless

		EQ Circ		Lucent		Access

		EQ Circ		Lucent		Transport

		EQ Circ		Lucent		Circuit Switching

		EQ Circ		Lucent		Converged Solutions

		EQ Circ		Siemens		Circuit Switching

		EQ Pack		Cisco		Packet Switching/Routing

		EQ Pack		Juniper		Multiple

		EQ Pack		LongBoard		Converged Solutions

		EQ Pack		Lucent		Packet Switching/Routing

		EQ Pack		Marconi		Packet Switching

		EQ Pack		Marconi		Multiple

		EQ Pack		Nortel		Packet Switching/Routing

		EQ Pack		Nortel		Multiple

		EQ Pack		Nortel		Transport

		EQ Pack		Telcordia		Converged Solutions

		SP-NO Circ		AT&T		Multiple

		SP-NO Circ		BST		Wireline Switch

		SP-NO Circ		CHILL		Wireline Switch

		SP-NO Circ		Comcast		Cable Provider

		SP-NO Circ		COMPOR		Multiple

		SP-NO Circ		COX Cable		Cable Provider

		SP-NO Circ		CT2		Multiple

		SP-NO Circ		CTCOMM		Multiple

		SP-NO Circ		CTSVC		Multiple

		SP-NO Circ		CZN		Multiple

		SP-NO Circ		Deneph		Wireline Switch

		SP-NO Circ		Insight		Cable Provider

		SP-NO Circ		Marconi		Other Network Services

		SP-NO Circ		Qwest		WL Mobile

		SP-NO Circ		Qwest		Wireline Switch

		SP-NO Circ		Qwest		Wireline Transport

		SP-NO Circ		SRTEL		Wireline Switch

		SP-NO Circ		SureWest		Wireline Switch

		SP-NO Circ		Verizon		Multiple

		SP-NO Circ		Verizon		Wireless

		SP-NO Pack		AT&T		Multiple

		SP-NO Pack		BST		Packet Switching

		SP-NO Pack		LEVEL3		Packet Switching

		SP-NO Pack		SBC		Packet Transport

		SP-NO Pack		Sprint		Packet Transport

		SP-NO Pack		Sprint		Multiple

		SP-NO Pack		Verizon		Multiple

		SP-NO Pack		Verizon		Wireless

		SP-NO Pack		WinFirst		Other Network Services





NRIC Overview

		Implementation of Best Practice														Cost Associated with Implementing Best Practice

		Response 1 or 2		Equipment Supplier				Service Provider								Response 1		Equipment Supplier				Service Provider

		Interval		Circuit		Packet		Circuit		Packet		Composite				Interval		Circuit		Packet		Circuit		Packet		Composite

		95 to 100 %		37		30		95		151		131				95 to 100 %		6		0		1		5		1

		90 to 95 %		0		7		52		0		43				90 to 95 %		0		0		0		0		0

		80 to 90 %		10		12		39		35		42				80 to 90 %		3		0		5		4		4

		70 to 80 %		0		4		15		17		17				70 to 80 %		4		2		2		2		5

		60 to 70 %		1		1		9		13		8				60 to 70 %		10		8		6		6		9

		50 to 60 %		2		0		1		8		3				50 to 60 %		4		3		11		14		12

		< 50 %		0		1		4		6		6				< 50 %		23		42		190		199		219

		Total BPs		50		55		215		230		250				Total BPs		50		55		215		230		250

		1 = Implemented Everywhere Needed														1 = High

		2 = Implemented In Critical Areas														2 = Moderately High

		Effect on Network Reliability of Implementing Best Practice														Risk Associated with Not Implementing Best Practice

		Response 1 or 2		Equipment Supplier				Service Provider								Response 1 or 2		Equipment Supplier				Service Provider

		Interval		Circuit		Packet		Circuit		Packet		Composite				Interval		Circuit		Packet		Circuit		Packet		Composite

		95 to 100 %		42		41		135		204		176				95 to 100 %		30		20		45		146		78

		90 to 95 %		0		5		46		0		40				90 to 95 %		0		10		58		0		60

		80 to 90 %		4		4		25		13		23				80 to 90 %		10		14		54		30		51

		70 to 80 %		2		4		4		3		6				70 to 80 %		2		5		28		11		26

		60 to 70 %		2		1		4		5		2				60 to 70 %		6		2		15		12		16

		50 to 60 %		0		0		1		4		3				50 to 60 %		1		2		8		17		10

		< 50 %		0		0		0		1		0				< 50 %		1		2		7		14		9

		Total BPs		50		55		215		230		250				Total BPs		50		55		215		230		250

		1 = Effective														1 = High

		2 = Moderately Effective														2 = Moderately High

		50 to 60 %		0.9636363636		53

		60 to 70 %		0.9272727273		51

		70 to 80 %		0.8909090909		49

		80 to 90 %		0.8		44

		90 to 100 %		0.5454545455		30
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Respondents


			Category			Company			BU2


			EQ Circ			Lucent			Wireless


			EQ Circ			Lucent			Access


			EQ Circ			Lucent			Transport


			EQ Circ			Lucent			Circuit Switching


			EQ Circ			Lucent			Converged Solutions


			EQ Circ			Siemens			Circuit Switching


			EQ Pack			Cisco			Packet Switching/Routing


			EQ Pack			Juniper			Multiple


			EQ Pack			LongBoard			Converged Solutions


			EQ Pack			Lucent			Packet Switching/Routing


			EQ Pack			Marconi			Packet Switching


			EQ Pack			Marconi			Multiple


			EQ Pack			Nortel			Packet Switching/Routing


			EQ Pack			Nortel			Multiple


			EQ Pack			Nortel			Transport


			EQ Pack			Telcordia			Converged Solutions


			SP-NO Circ			AT&T			Multiple


			SP-NO Circ			BST			Wireline Switch


			SP-NO Circ			CHILL			Wireline Switch


			SP-NO Circ			Comcast			Cable Provider


			SP-NO Circ			COMPOR			Multiple


			SP-NO Circ			COX Cable			Cable Provider


			SP-NO Circ			CT2			Multiple


			SP-NO Circ			CTCOMM			Multiple


			SP-NO Circ			CTSVC			Multiple


			SP-NO Circ			CZN			Multiple


			SP-NO Circ			Deneph			Wireline Switch


			SP-NO Circ			Insight			Cable Provider


			SP-NO Circ			Marconi			Other Network Services


			SP-NO Circ			Qwest			WL Mobile


			SP-NO Circ			Qwest			Wireline Switch


			SP-NO Circ			Qwest			Wireline Transport


			SP-NO Circ			SRTEL			Wireline Switch


			SP-NO Circ			SureWest			Wireline Switch


			SP-NO Circ			Verizon			Multiple


			SP-NO Circ			Verizon			Wireless


			SP-NO Pack			AT&T			Multiple


			SP-NO Pack			BST			Packet Switching


			SP-NO Pack			LEVEL3			Packet Switching


			SP-NO Pack			SBC			Packet Transport


			SP-NO Pack			Sprint			Packet Transport


			SP-NO Pack			Sprint			Multiple


			SP-NO Pack			Verizon			Multiple


			SP-NO Pack			Verizon			Wireless


			SP-NO Pack			WinFirst			Other Network Services








NRIC Overview


			Implementation of Best Practice																					Cost Associated with Implementing Best Practice


			Response 1 or 2			Equipment Supplier						Service Provider												Response 1			Equipment Supplier						Service Provider


			Interval			Circuit			Packet			Circuit			Packet			Composite						Interval			Circuit			Packet			Circuit			Packet			Composite


			95 to 100 %			37			30			95			151			131						95 to 100 %			6			0			1			5			1


			90 to 95 %			0			7			52			0			43						90 to 95 %			0			0			0			0			0


			80 to 90 %			10			12			39			35			42						80 to 90 %			3			0			5			4			4


			70 to 80 %			0			4			15			17			17						70 to 80 %			4			2			2			2			5


			60 to 70 %			1			1			9			13			8						60 to 70 %			10			8			6			6			9


			50 to 60 %			2			0			1			8			3						50 to 60 %			4			3			11			14			12


			< 50 %			0			1			4			6			6						< 50 %			23			42			190			199			219


			Total BPs			50			55			215			230			250						Total BPs			50			55			215			230			250


			1 = Implemented Everywhere Needed																					1 = High


			2 = Implemented In Critical Areas																					2 = Moderately High


			Effect on Network Reliability of Implementing Best Practice																					Risk Associated with Not Implementing Best Practice


			Response 1 or 2			Equipment Supplier						Service Provider												Response 1 or 2			Equipment Supplier						Service Provider


			Interval			Circuit			Packet			Circuit			Packet			Composite						Interval			Circuit			Packet			Circuit			Packet			Composite


			95 to 100 %			42			41			135			204			176						95 to 100 %			30			20			45			146			78


			90 to 95 %			0			5			46			0			40						90 to 95 %			0			10			58			0			60


			80 to 90 %			4			4			25			13			23						80 to 90 %			10			14			54			30			51


			70 to 80 %			2			4			4			3			6						70 to 80 %			2			5			28			11			26


			60 to 70 %			2			1			4			5			2						60 to 70 %			6			2			15			12			16


			50 to 60 %			0			0			1			4			3						50 to 60 %			1			2			8			17			10


			< 50 %			0			0			0			1			0						< 50 %			1			2			7			14			9


			Total BPs			50			55			215			230			250						Total BPs			50			55			215			230			250


			1 = Effective																					1 = High


			2 = Moderately Effective																					2 = Moderately High


			IMPLEMENTATION


			Interval


			50 to 60 %			0.9391304348						216


			60 to 70 %			0.8652173913						199


			70 to 80 %			0.8130434783						187


			80 to 90 %			0.7652173913						176


			90 to 100 %			0.6347826087						146
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Risk Not to Implement Best Practices by 
Service Provider - Circuit Switched

0.9674418605

0.9302325581
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Respondents

		Category		Company		BU2

		EQ Circ		Lucent		Wireless

		EQ Circ		Lucent		Access

		EQ Circ		Lucent		Transport

		EQ Circ		Lucent		Circuit Switching

		EQ Circ		Lucent		Converged Solutions

		EQ Circ		Siemens		Circuit Switching

		EQ Pack		Cisco		Packet Switching/Routing

		EQ Pack		Juniper		Multiple

		EQ Pack		LongBoard		Converged Solutions

		EQ Pack		Lucent		Packet Switching/Routing

		EQ Pack		Marconi		Packet Switching

		EQ Pack		Marconi		Multiple

		EQ Pack		Nortel		Packet Switching/Routing

		EQ Pack		Nortel		Multiple

		EQ Pack		Nortel		Transport

		EQ Pack		Telcordia		Converged Solutions

		SP-NO Circ		AT&T		Multiple

		SP-NO Circ		BST		Wireline Switch

		SP-NO Circ		CHILL		Wireline Switch

		SP-NO Circ		Comcast		Cable Provider

		SP-NO Circ		COMPOR		Multiple

		SP-NO Circ		COX Cable		Cable Provider

		SP-NO Circ		CT2		Multiple

		SP-NO Circ		CTCOMM		Multiple

		SP-NO Circ		CTSVC		Multiple

		SP-NO Circ		CZN		Multiple

		SP-NO Circ		Deneph		Wireline Switch

		SP-NO Circ		Insight		Cable Provider

		SP-NO Circ		Marconi		Other Network Services

		SP-NO Circ		Qwest		WL Mobile

		SP-NO Circ		Qwest		Wireline Switch

		SP-NO Circ		Qwest		Wireline Transport

		SP-NO Circ		SRTEL		Wireline Switch

		SP-NO Circ		SureWest		Wireline Switch

		SP-NO Circ		Verizon		Multiple

		SP-NO Circ		Verizon		Wireless

		SP-NO Pack		AT&T		Multiple

		SP-NO Pack		BST		Packet Switching

		SP-NO Pack		LEVEL3		Packet Switching

		SP-NO Pack		SBC		Packet Transport

		SP-NO Pack		Sprint		Packet Transport

		SP-NO Pack		Sprint		Multiple

		SP-NO Pack		Verizon		Multiple

		SP-NO Pack		Verizon		Wireless

		SP-NO Pack		WinFirst		Other Network Services





NRIC Overview

		Implementation of Best Practice														Cost Associated with Implementing Best Practice

		Response 1 or 2		Equipment Supplier				Service Provider								Response 1		Equipment Supplier				Service Provider

		Interval		Circuit		Packet		Circuit		Packet		Composite				Interval		Circuit		Packet		Circuit		Packet		Composite

		95 to 100 %		37		30		95		151		131				95 to 100 %		6		0		1		5		1

		90 to 95 %		0		7		52		0		43				90 to 95 %		0		0		0		0		0

		80 to 90 %		10		12		39		35		42				80 to 90 %		3		0		5		4		4

		70 to 80 %		0		4		15		17		17				70 to 80 %		4		2		2		2		5

		60 to 70 %		1		1		9		13		8				60 to 70 %		10		8		6		6		9

		50 to 60 %		2		0		1		8		3				50 to 60 %		4		3		11		14		12

		< 50 %		0		1		4		6		6				< 50 %		23		42		190		199		219

		Total BPs		50		55		215		230		250				Total BPs		50		55		215		230		250

		1 = Implemented Everywhere Needed														1 = High

		2 = Implemented In Critical Areas														2 = Moderately High

		Effect on Network Reliability of Implementing Best Practice														Risk Associated with Not Implementing Best Practice

		Response 1 or 2		Equipment Supplier				Service Provider								Response 1 or 2		Equipment Supplier				Service Provider

		Interval		Circuit		Packet		Circuit		Packet		Composite				Interval		Circuit		Packet		Circuit		Packet		Composite

		95 to 100 %		42		41		135		204		176				95 to 100 %		30		20		45		146		78

		90 to 95 %		0		5		46		0		40				90 to 95 %		0		10		58		0		60

		80 to 90 %		4		4		25		13		23				80 to 90 %		10		14		54		30		51

		70 to 80 %		2		4		4		3		6				70 to 80 %		2		5		28		11		26

		60 to 70 %		2		1		4		5		2				60 to 70 %		6		2		15		12		16

		50 to 60 %		0		0		1		4		3				50 to 60 %		1		2		8		17		10

		< 50 %		0		0		0		1		0				< 50 %		1		2		7		14		9

		Total BPs		50		55		215		230		250				Total BPs		50		55		215		230		250

		1 = Effective														1 = High

		2 = Moderately Effective														2 = Moderately High

		IMPLEMENTATION

		Interval

		50 to 60 %		0.9674418605				208

		60 to 70 %		0.9302325581				200

		70 to 80 %		0.8604651163				185

		80 to 90 %		0.7302325581				157

		90 to 100 %		0.4790697674				103
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		50 to 60 %

		60 to 70 %

		70 to 80 %

		80 to 90 %

		90 to 100 %



Percentage of Respondents

Percentage of Best Practices

Cost to Implement Best Practices by 
Service Provider - Packet Switched

0.1347826087

0.0739130435

0.047826087

0.0391304348

0.0217391304



Respondents

		Category		Company		BU2

		EQ Circ		Lucent		Wireless

		EQ Circ		Lucent		Access

		EQ Circ		Lucent		Transport

		EQ Circ		Lucent		Circuit Switching

		EQ Circ		Lucent		Converged Solutions

		EQ Circ		Siemens		Circuit Switching

		EQ Pack		Cisco		Packet Switching/Routing

		EQ Pack		Juniper		Multiple

		EQ Pack		LongBoard		Converged Solutions

		EQ Pack		Lucent		Packet Switching/Routing

		EQ Pack		Marconi		Packet Switching

		EQ Pack		Marconi		Multiple

		EQ Pack		Nortel		Packet Switching/Routing

		EQ Pack		Nortel		Multiple

		EQ Pack		Nortel		Transport

		EQ Pack		Telcordia		Converged Solutions

		SP-NO Circ		AT&T		Multiple

		SP-NO Circ		BST		Wireline Switch

		SP-NO Circ		CHILL		Wireline Switch

		SP-NO Circ		Comcast		Cable Provider

		SP-NO Circ		COMPOR		Multiple

		SP-NO Circ		COX Cable		Cable Provider

		SP-NO Circ		CT2		Multiple

		SP-NO Circ		CTCOMM		Multiple

		SP-NO Circ		CTSVC		Multiple

		SP-NO Circ		CZN		Multiple

		SP-NO Circ		Deneph		Wireline Switch

		SP-NO Circ		Insight		Cable Provider

		SP-NO Circ		Marconi		Other Network Services

		SP-NO Circ		Qwest		WL Mobile

		SP-NO Circ		Qwest		Wireline Switch

		SP-NO Circ		Qwest		Wireline Transport

		SP-NO Circ		SRTEL		Wireline Switch

		SP-NO Circ		SureWest		Wireline Switch

		SP-NO Circ		Verizon		Multiple

		SP-NO Circ		Verizon		Wireless

		SP-NO Pack		AT&T		Multiple

		SP-NO Pack		BST		Packet Switching

		SP-NO Pack		LEVEL3		Packet Switching

		SP-NO Pack		SBC		Packet Transport

		SP-NO Pack		Sprint		Packet Transport

		SP-NO Pack		Sprint		Multiple

		SP-NO Pack		Verizon		Multiple

		SP-NO Pack		Verizon		Wireless

		SP-NO Pack		WinFirst		Other Network Services





NRIC Overview

		Implementation of Best Practice														Cost Associated with Implementing Best Practice

		Response 1 or 2		Equipment Supplier				Service Provider								Response 1		Equipment Supplier				Service Provider

		Interval		Circuit		Packet		Circuit		Packet		Composite				Interval		Circuit		Packet		Circuit		Packet		Composite

		95 to 100 %		37		30		95		151		131				95 to 100 %		6		0		1		5		1

		90 to 95 %		0		7		52		0		43				90 to 95 %		0		0		0		0		0

		80 to 90 %		10		12		39		35		42				80 to 90 %		3		0		5		4		4

		70 to 80 %		0		4		15		17		17				70 to 80 %		4		2		2		2		5

		60 to 70 %		1		1		9		13		8				60 to 70 %		10		8		6		6		9

		50 to 60 %		2		0		1		8		3				50 to 60 %		4		3		11		14		12

		< 50 %		0		1		4		6		6				< 50 %		23		42		190		199		219

		Total BPs		50		55		215		230		250				Total BPs		50		55		215		230		250

		1 = Implemented Everywhere Needed														1 = High

		2 = Implemented In Critical Areas														2 = Moderately High

		Effect on Network Reliability of Implementing Best Practice														Risk Associated with Not Implementing Best Practice

		Response 1 or 2		Equipment Supplier				Service Provider								Response 1 or 2		Equipment Supplier				Service Provider

		Interval		Circuit		Packet		Circuit		Packet		Composite				Interval		Circuit		Packet		Circuit		Packet		Composite

		95 to 100 %		42		41		135		204		176				95 to 100 %		30		20		45		146		78

		90 to 95 %		0		5		46		0		40				90 to 95 %		0		10		58		0		60

		80 to 90 %		4		4		25		13		23				80 to 90 %		10		14		54		30		51

		70 to 80 %		2		4		4		3		6				70 to 80 %		2		5		28		11		26

		60 to 70 %		2		1		4		5		2				60 to 70 %		6		2		15		12		16

		50 to 60 %		0		0		1		4		3				50 to 60 %		1		2		8		17		10

		< 50 %		0		0		0		1		0				< 50 %		1		2		7		14		9

		Total BPs		50		55		215		230		250				Total BPs		50		55		215		230		250

		1 = Effective														1 = High

		2 = Moderately Effective														2 = Moderately High

		IMPLEMENTATION

		Interval

		50 to 60 %		0.1347826087				31

		60 to 70 %		0.0739130435				17

		70 to 80 %		0.047826087				11

		80 to 90 %		0.0391304348				9

		90 to 100 %		0.0217391304				5
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		50 to 60 %
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		80 to 90 %

		90 to 100 %



Percentage of Respondents

Percentage of Best Practices

Cost to Implement Best Practices by 
Equipment Supplier - Circuit Switched

0.54
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Respondents

		Category		Company		BU2

		EQ Circ		Lucent		Wireless

		EQ Circ		Lucent		Access

		EQ Circ		Lucent		Transport

		EQ Circ		Lucent		Circuit Switching

		EQ Circ		Lucent		Converged Solutions

		EQ Circ		Siemens		Circuit Switching

		EQ Pack		Cisco		Packet Switching/Routing

		EQ Pack		Juniper		Multiple

		EQ Pack		LongBoard		Converged Solutions

		EQ Pack		Lucent		Packet Switching/Routing

		EQ Pack		Marconi		Packet Switching

		EQ Pack		Marconi		Multiple

		EQ Pack		Nortel		Packet Switching/Routing

		EQ Pack		Nortel		Multiple

		EQ Pack		Nortel		Transport

		EQ Pack		Telcordia		Converged Solutions

		SP-NO Circ		AT&T		Multiple

		SP-NO Circ		BST		Wireline Switch

		SP-NO Circ		CHILL		Wireline Switch

		SP-NO Circ		Comcast		Cable Provider

		SP-NO Circ		COMPOR		Multiple

		SP-NO Circ		COX Cable		Cable Provider

		SP-NO Circ		CT2		Multiple

		SP-NO Circ		CTCOMM		Multiple

		SP-NO Circ		CTSVC		Multiple

		SP-NO Circ		CZN		Multiple

		SP-NO Circ		Deneph		Wireline Switch

		SP-NO Circ		Insight		Cable Provider

		SP-NO Circ		Marconi		Other Network Services

		SP-NO Circ		Qwest		WL Mobile

		SP-NO Circ		Qwest		Wireline Switch

		SP-NO Circ		Qwest		Wireline Transport

		SP-NO Circ		SRTEL		Wireline Switch

		SP-NO Circ		SureWest		Wireline Switch

		SP-NO Circ		Verizon		Multiple

		SP-NO Circ		Verizon		Wireless

		SP-NO Pack		AT&T		Multiple

		SP-NO Pack		BST		Packet Switching

		SP-NO Pack		LEVEL3		Packet Switching

		SP-NO Pack		SBC		Packet Transport

		SP-NO Pack		Sprint		Packet Transport

		SP-NO Pack		Sprint		Multiple

		SP-NO Pack		Verizon		Multiple

		SP-NO Pack		Verizon		Wireless

		SP-NO Pack		WinFirst		Other Network Services





NRIC Overview

		Implementation of Best Practice														Cost Associated with Implementing Best Practice

		Response 1 or 2		Equipment Supplier				Service Provider								Response 1		Equipment Supplier				Service Provider

		Interval		Circuit		Packet		Circuit		Packet		Composite				Interval		Circuit		Packet		Circuit		Packet		Composite

		95 to 100 %		37		30		95		151		131				95 to 100 %		6		0		1		5		1

		90 to 95 %		0		7		52		0		43				90 to 95 %		0		0		0		0		0

		80 to 90 %		10		12		39		35		42				80 to 90 %		3		0		5		4		4

		70 to 80 %		0		4		15		17		17				70 to 80 %		4		2		2		2		5

		60 to 70 %		1		1		9		13		8				60 to 70 %		10		8		6		6		9

		50 to 60 %		2		0		1		8		3				50 to 60 %		4		3		11		14		12

		< 50 %		0		1		4		6		6				< 50 %		23		42		190		199		219

		Total BPs		50		55		215		230		250				Total BPs		50		55		215		230		250

		1 = Implemented Everywhere Needed														1 = High

		2 = Implemented In Critical Areas														2 = Moderately High

		Effect on Network Reliability of Implementing Best Practice														Risk Associated with Not Implementing Best Practice

		Response 1 or 2		Equipment Supplier				Service Provider								Response 1 or 2		Equipment Supplier				Service Provider

		Interval		Circuit		Packet		Circuit		Packet		Composite				Interval		Circuit		Packet		Circuit		Packet		Composite

		95 to 100 %		42		41		135		204		176				95 to 100 %		30		20		45		146		78

		90 to 95 %		0		5		46		0		40				90 to 95 %		0		10		58		0		60

		80 to 90 %		4		4		25		13		23				80 to 90 %		10		14		54		30		51

		70 to 80 %		2		4		4		3		6				70 to 80 %		2		5		28		11		26

		60 to 70 %		2		1		4		5		2				60 to 70 %		6		2		15		12		16

		50 to 60 %		0		0		1		4		3				50 to 60 %		1		2		8		17		10

		< 50 %		0		0		0		1		0				< 50 %		1		2		7		14		9

		Total BPs		50		55		215		230		250				Total BPs		50		55		215		230		250

		1 = Effective														1 = High

		2 = Moderately Effective														2 = Moderately High

		IMPLEMENTATION

		Interval

		50 to 60 %		0.54				27

		60 to 70 %		0.46				23

		70 to 80 %		0.26				13

		80 to 90 %		0.18				9

		90 to 100 %		0.12				6
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Respondents

		Category		Company		BU2

		EQ Circ		Lucent		Wireless

		EQ Circ		Lucent		Access

		EQ Circ		Lucent		Transport

		EQ Circ		Lucent		Circuit Switching

		EQ Circ		Lucent		Converged Solutions

		EQ Circ		Siemens		Circuit Switching

		EQ Pack		Cisco		Packet Switching/Routing

		EQ Pack		Juniper		Multiple

		EQ Pack		LongBoard		Converged Solutions

		EQ Pack		Lucent		Packet Switching/Routing

		EQ Pack		Marconi		Packet Switching

		EQ Pack		Marconi		Multiple

		EQ Pack		Nortel		Packet Switching/Routing

		EQ Pack		Nortel		Multiple

		EQ Pack		Nortel		Transport

		EQ Pack		Telcordia		Converged Solutions

		SP-NO Circ		AT&T		Multiple

		SP-NO Circ		BST		Wireline Switch

		SP-NO Circ		CHILL		Wireline Switch

		SP-NO Circ		Comcast		Cable Provider

		SP-NO Circ		COMPOR		Multiple

		SP-NO Circ		COX Cable		Cable Provider

		SP-NO Circ		CT2		Multiple

		SP-NO Circ		CTCOMM		Multiple

		SP-NO Circ		CTSVC		Multiple

		SP-NO Circ		CZN		Multiple

		SP-NO Circ		Deneph		Wireline Switch

		SP-NO Circ		Insight		Cable Provider

		SP-NO Circ		Marconi		Other Network Services

		SP-NO Circ		Qwest		WL Mobile

		SP-NO Circ		Qwest		Wireline Switch

		SP-NO Circ		Qwest		Wireline Transport

		SP-NO Circ		SRTEL		Wireline Switch

		SP-NO Circ		SureWest		Wireline Switch

		SP-NO Circ		Verizon		Multiple

		SP-NO Circ		Verizon		Wireless

		SP-NO Pack		AT&T		Multiple

		SP-NO Pack		BST		Packet Switching

		SP-NO Pack		LEVEL3		Packet Switching

		SP-NO Pack		SBC		Packet Transport

		SP-NO Pack		Sprint		Packet Transport

		SP-NO Pack		Sprint		Multiple

		SP-NO Pack		Verizon		Multiple

		SP-NO Pack		Verizon		Wireless

		SP-NO Pack		WinFirst		Other Network Services





NRIC Overview

		Implementation of Best Practice														Cost Associated with Implementing Best Practice

		Response 1 or 2		Equipment Supplier				Service Provider								Response 1		Equipment Supplier				Service Provider

		Interval		Circuit		Packet		Circuit		Packet		Composite				Interval		Circuit		Packet		Circuit		Packet		Composite

		95 to 100 %		37		30		95		151		131				95 to 100 %		6		0		1		5		1

		90 to 95 %		0		7		52		0		43				90 to 95 %		0		0		0		0		0

		80 to 90 %		10		12		39		35		42				80 to 90 %		3		0		5		4		4

		70 to 80 %		0		4		15		17		17				70 to 80 %		4		2		2		2		5

		60 to 70 %		1		1		9		13		8				60 to 70 %		10		8		6		6		9

		50 to 60 %		2		0		1		8		3				50 to 60 %		4		3		11		14		12

		< 50 %		0		1		4		6		6				< 50 %		23		42		190		199		219

		Total BPs		50		55		215		230		250				Total BPs		50		55		215		230		250

		1 = Implemented Everywhere Needed														1 = High

		2 = Implemented In Critical Areas														2 = Moderately High

		Effect on Network Reliability of Implementing Best Practice														Risk Associated with Not Implementing Best Practice

		Response 1 or 2		Equipment Supplier				Service Provider								Response 1 or 2		Equipment Supplier				Service Provider

		Interval		Circuit		Packet		Circuit		Packet		Composite				Interval		Circuit		Packet		Circuit		Packet		Composite

		95 to 100 %		42		41		135		204		176				95 to 100 %		30		20		45		146		78

		90 to 95 %		0		5		46		0		40				90 to 95 %		0		10		58		0		60

		80 to 90 %		4		4		25		13		23				80 to 90 %		10		14		54		30		51

		70 to 80 %		2		4		4		3		6				70 to 80 %		2		5		28		11		26

		60 to 70 %		2		1		4		5		2				60 to 70 %		6		2		15		12		16

		50 to 60 %		0		0		1		4		3				50 to 60 %		1		2		8		17		10

		< 50 %		0		0		0		1		0				< 50 %		1		2		7		14		9

		Total BPs		50		55		215		230		250				Total BPs		50		55		215		230		250

		1 = Effective														1 = High

		2 = Moderately Effective														2 = Moderately High

		IMPLEMENTATION

		Interval

		50 to 60 %		0.1162790698				25

		60 to 70 %		0.0651162791				14

		70 to 80 %		0.0372093023				8

		80 to 90 %		0.0279069767				6

		90 to 100 %		0.0046511628				1
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		50 to 60 %		50 to 60 %
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Respondents

		Category		Company		BU2

		EQ Circ		Lucent		Wireless

		EQ Circ		Lucent		Access

		EQ Circ		Lucent		Transport

		EQ Circ		Lucent		Circuit Switching

		EQ Circ		Lucent		Converged Solutions

		EQ Circ		Siemens		Circuit Switching

		EQ Pack		Cisco		Packet Switching/Routing

		EQ Pack		Juniper		Multiple

		EQ Pack		LongBoard		Converged Solutions

		EQ Pack		Lucent		Packet Switching/Routing

		EQ Pack		Marconi		Packet Switching

		EQ Pack		Marconi		Multiple

		EQ Pack		Nortel		Packet Switching/Routing

		EQ Pack		Nortel		Multiple

		EQ Pack		Nortel		Transport

		EQ Pack		Telcordia		Converged Solutions

		SP-NO Circ		AT&T		Multiple

		SP-NO Circ		BST		Wireline Switch

		SP-NO Circ		CHILL		Wireline Switch

		SP-NO Circ		Comcast		Cable Provider

		SP-NO Circ		COMPOR		Multiple

		SP-NO Circ		COX Cable		Cable Provider

		SP-NO Circ		CT2		Multiple

		SP-NO Circ		CTCOMM		Multiple

		SP-NO Circ		CTSVC		Multiple

		SP-NO Circ		CZN		Multiple

		SP-NO Circ		Deneph		Wireline Switch

		SP-NO Circ		Insight		Cable Provider

		SP-NO Circ		Marconi		Other Network Services

		SP-NO Circ		Qwest		WL Mobile

		SP-NO Circ		Qwest		Wireline Switch

		SP-NO Circ		Qwest		Wireline Transport

		SP-NO Circ		SRTEL		Wireline Switch

		SP-NO Circ		SureWest		Wireline Switch

		SP-NO Circ		Verizon		Multiple

		SP-NO Circ		Verizon		Wireless

		SP-NO Pack		AT&T		Multiple

		SP-NO Pack		BST		Packet Switching

		SP-NO Pack		LEVEL3		Packet Switching

		SP-NO Pack		SBC		Packet Transport

		SP-NO Pack		Sprint		Packet Transport

		SP-NO Pack		Sprint		Multiple

		SP-NO Pack		Verizon		Multiple

		SP-NO Pack		Verizon		Wireless

		SP-NO Pack		WinFirst		Other Network Services





NRIC Overview

		Implementation of Best Practice														Cost Associated with Implementing Best Practice

		Response 1 or 2		Equipment Supplier				Service Provider								Response 1		Equipment Supplier				Service Provider

		Interval		Circuit		Packet		Circuit		Packet		Composite				Interval		Circuit		Packet		Circuit		Packet		Composite

		95 to 100 %		37		30		95		151		131				95 to 100 %		6		0		1		5		1

		90 to 95 %		0		7		52		0		43				90 to 95 %		0		0		0		0		0

		80 to 90 %		10		12		39		35		42				80 to 90 %		3		0		5		4		4

		70 to 80 %		0		4		15		17		17				70 to 80 %		4		2		2		2		5

		60 to 70 %		1		1		9		13		8				60 to 70 %		10		8		6		6		9

		50 to 60 %		2		0		1		8		3				50 to 60 %		4		3		11		14		12

		< 50 %		0		1		4		6		6				< 50 %		23		42		190		199		219

		Total BPs		50		55		215		230		250				Total BPs		50		55		215		230		250

		1 = Implemented Everywhere Needed														1 = High

		2 = Implemented In Critical Areas														2 = Moderately High

		Effect on Network Reliability of Implementing Best Practice														Risk Associated with Not Implementing Best Practice

		Response 1 or 2		Equipment Supplier				Service Provider								Response 1 or 2		Equipment Supplier				Service Provider

		Interval		Circuit		Packet		Circuit		Packet		Composite				Interval		Circuit		Packet		Circuit		Packet		Composite

		95 to 100 %		42		41		135		204		176				95 to 100 %		30		20		45		146		78

		90 to 95 %		0		5		46		0		40				90 to 95 %		0		10		58		0		60

		80 to 90 %		4		4		25		13		23				80 to 90 %		10		14		54		30		51

		70 to 80 %		2		4		4		3		6				70 to 80 %		2		5		28		11		26

		60 to 70 %		2		1		4		5		2				60 to 70 %		6		2		15		12		16

		50 to 60 %		0		0		1		4		3				50 to 60 %		1		2		8		17		10

		< 50 %		0		0		0		1		0				< 50 %		1		2		7		14		9

		Total BPs		50		55		215		230		250				Total BPs		50		55		215		230		250

		1 = Effective														1 = High

		2 = Moderately Effective														2 = Moderately High

		IMPLEMENTATION

		Interval

		< 50 %		1				230

		50 to 60 %		0.9956521739				229

		60 to 70 %		0.9782608696				225

		70 to 80 %		0.9565217391				220

		80 to 90 %		0.9434782609				217

		90 to 100 %		0.8869565217				204

				0
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Respondents

		Category		Company		BU2

		EQ Circ		Lucent		Wireless

		EQ Circ		Lucent		Access

		EQ Circ		Lucent		Transport

		EQ Circ		Lucent		Circuit Switching

		EQ Circ		Lucent		Converged Solutions

		EQ Circ		Siemens		Circuit Switching

		EQ Pack		Cisco		Packet Switching/Routing

		EQ Pack		Juniper		Multiple

		EQ Pack		LongBoard		Converged Solutions

		EQ Pack		Lucent		Packet Switching/Routing

		EQ Pack		Marconi		Packet Switching

		EQ Pack		Marconi		Multiple

		EQ Pack		Nortel		Packet Switching/Routing

		EQ Pack		Nortel		Multiple

		EQ Pack		Nortel		Transport

		EQ Pack		Telcordia		Converged Solutions

		SP-NO Circ		AT&T		Multiple

		SP-NO Circ		BST		Wireline Switch

		SP-NO Circ		CHILL		Wireline Switch

		SP-NO Circ		Comcast		Cable Provider

		SP-NO Circ		COMPOR		Multiple

		SP-NO Circ		COX Cable		Cable Provider

		SP-NO Circ		CT2		Multiple

		SP-NO Circ		CTCOMM		Multiple

		SP-NO Circ		CTSVC		Multiple

		SP-NO Circ		CZN		Multiple

		SP-NO Circ		Deneph		Wireline Switch

		SP-NO Circ		Insight		Cable Provider

		SP-NO Circ		Marconi		Other Network Services

		SP-NO Circ		Qwest		WL Mobile

		SP-NO Circ		Qwest		Wireline Switch

		SP-NO Circ		Qwest		Wireline Transport

		SP-NO Circ		SRTEL		Wireline Switch

		SP-NO Circ		SureWest		Wireline Switch

		SP-NO Circ		Verizon		Multiple

		SP-NO Circ		Verizon		Wireless

		SP-NO Pack		AT&T		Multiple

		SP-NO Pack		BST		Packet Switching

		SP-NO Pack		LEVEL3		Packet Switching

		SP-NO Pack		SBC		Packet Transport

		SP-NO Pack		Sprint		Packet Transport

		SP-NO Pack		Sprint		Multiple

		SP-NO Pack		Verizon		Multiple

		SP-NO Pack		Verizon		Wireless

		SP-NO Pack		WinFirst		Other Network Services





NRIC Overview

		Implementation of Best Practice														Cost Associated with Implementing Best Practice

		Response 1 or 2		Equipment Supplier				Service Provider								Response 1		Equipment Supplier				Service Provider

		Interval		Circuit		Packet		Circuit		Packet		Composite				Interval		Circuit		Packet		Circuit		Packet		Composite

		95 to 100 %		37		30		95		151		131				95 to 100 %		6		0		1		5		1

		90 to 95 %		0		7		52		0		43				90 to 95 %		0		0		0		0		0

		80 to 90 %		10		12		39		35		42				80 to 90 %		3		0		5		4		4

		70 to 80 %		0		4		15		17		17				70 to 80 %		4		2		2		2		5

		60 to 70 %		1		1		9		13		8				60 to 70 %		10		8		6		6		9

		50 to 60 %		2		0		1		8		3				50 to 60 %		4		3		11		14		12

		< 50 %		0		1		4		6		6				< 50 %		23		42		190		199		219

		Total BPs		50		55		215		230		250				Total BPs		50		55		215		230		250

		1 = Implemented Everywhere Needed														1 = High

		2 = Implemented In Critical Areas														2 = Moderately High

		Effect on Network Reliability of Implementing Best Practice														Risk Associated with Not Implementing Best Practice

		Response 1 or 2		Equipment Supplier				Service Provider								Response 1 or 2		Equipment Supplier				Service Provider

		Interval		Circuit		Packet		Circuit		Packet		Composite				Interval		Circuit		Packet		Circuit		Packet		Composite

		95 to 100 %		42		41		135		204		176				95 to 100 %		30		20		45		146		78

		90 to 95 %		0		5		46		0		40				90 to 95 %		0		10		58		0		60

		80 to 90 %		4		4		25		13		23				80 to 90 %		10		14		54		30		51

		70 to 80 %		2		4		4		3		6				70 to 80 %		2		5		28		11		26

		60 to 70 %		2		1		4		5		2				60 to 70 %		6		2		15		12		16

		50 to 60 %		0		0		1		4		3				50 to 60 %		1		2		8		17		10

		< 50 %		0		0		0		1		0				< 50 %		1		2		7		14		9

		Total BPs		50		55		215		230		250				Total BPs		50		55		215		230		250

		1 = Effective														1 = High

		2 = Moderately Effective														2 = Moderately High

		IMPLEMENTATION

		Interval						Circuit

		< 50 %		1				50

		50 to 60 %		1				50

		60 to 70 %		1				50

		70 to 80 %		0.96				48

		80 to 90 %		0.92				46

		90 to 100 %		0.84				42

				0
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Respondents

		Category		Company		BU2

		EQ Circ		Lucent		Wireless

		EQ Circ		Lucent		Access

		EQ Circ		Lucent		Transport

		EQ Circ		Lucent		Circuit Switching

		EQ Circ		Lucent		Converged Solutions

		EQ Circ		Siemens		Circuit Switching

		EQ Pack		Cisco		Packet Switching/Routing

		EQ Pack		Juniper		Multiple

		EQ Pack		LongBoard		Converged Solutions

		EQ Pack		Lucent		Packet Switching/Routing

		EQ Pack		Marconi		Packet Switching

		EQ Pack		Marconi		Multiple

		EQ Pack		Nortel		Packet Switching/Routing

		EQ Pack		Nortel		Multiple

		EQ Pack		Nortel		Transport

		EQ Pack		Telcordia		Converged Solutions

		SP-NO Circ		AT&T		Multiple

		SP-NO Circ		BST		Wireline Switch

		SP-NO Circ		CHILL		Wireline Switch

		SP-NO Circ		Comcast		Cable Provider

		SP-NO Circ		COMPOR		Multiple

		SP-NO Circ		COX Cable		Cable Provider

		SP-NO Circ		CT2		Multiple

		SP-NO Circ		CTCOMM		Multiple

		SP-NO Circ		CTSVC		Multiple

		SP-NO Circ		CZN		Multiple

		SP-NO Circ		Deneph		Wireline Switch

		SP-NO Circ		Insight		Cable Provider

		SP-NO Circ		Marconi		Other Network Services

		SP-NO Circ		Qwest		WL Mobile

		SP-NO Circ		Qwest		Wireline Switch

		SP-NO Circ		Qwest		Wireline Transport

		SP-NO Circ		SRTEL		Wireline Switch

		SP-NO Circ		SureWest		Wireline Switch

		SP-NO Circ		Verizon		Multiple

		SP-NO Circ		Verizon		Wireless

		SP-NO Pack		AT&T		Multiple

		SP-NO Pack		BST		Packet Switching

		SP-NO Pack		LEVEL3		Packet Switching

		SP-NO Pack		SBC		Packet Transport

		SP-NO Pack		Sprint		Packet Transport

		SP-NO Pack		Sprint		Multiple

		SP-NO Pack		Verizon		Multiple

		SP-NO Pack		Verizon		Wireless

		SP-NO Pack		WinFirst		Other Network Services





NRIC Overview

		Implementation of Best Practice														Cost Associated with Implementing Best Practice

		Response 1 or 2		Equipment Supplier				Service Provider								Response 1		Equipment Supplier				Service Provider

		Interval		Circuit		Packet		Circuit		Packet		Composite				Interval		Circuit		Packet		Circuit		Packet		Composite

		95 to 100 %		37		30		95		151		131				95 to 100 %		6		0		1		5		1

		90 to 95 %		0		7		52		0		43				90 to 95 %		0		0		0		0		0

		80 to 90 %		10		12		39		35		42				80 to 90 %		3		0		5		4		4

		70 to 80 %		0		4		15		17		17				70 to 80 %		4		2		2		2		5

		60 to 70 %		1		1		9		13		8				60 to 70 %		10		8		6		6		9

		50 to 60 %		2		0		1		8		3				50 to 60 %		4		3		11		14		12

		< 50 %		0		1		4		6		6				< 50 %		23		42		190		199		219

		Total BPs		50		55		215		230		250				Total BPs		50		55		215		230		250

		1 = Implemented Everywhere Needed														1 = High

		2 = Implemented In Critical Areas														2 = Moderately High

		Effect on Network Reliability of Implementing Best Practice														Risk Associated with Not Implementing Best Practice

		Response 1 or 2		Equipment Supplier				Service Provider								Response 1 or 2		Equipment Supplier				Service Provider

		Interval		Circuit		Packet		Circuit		Packet		Composite				Interval		Circuit		Packet		Circuit		Packet		Composite

		95 to 100 %		42		41		135		204		176				95 to 100 %		30		20		45		146		78

		90 to 95 %		0		5		46		0		40				90 to 95 %		0		10		58		0		60

		80 to 90 %		4		4		25		13		23				80 to 90 %		10		14		54		30		51

		70 to 80 %		2		4		4		3		6				70 to 80 %		2		5		28		11		26

		60 to 70 %		2		1		4		5		2				60 to 70 %		6		2		15		12		16

		50 to 60 %		0		0		1		4		3				50 to 60 %		1		2		8		17		10

		< 50 %		0		0		0		1		0				< 50 %		1		2		7		14		9

		Total BPs		50		55		215		230		250				Total BPs		50		55		215		230		250

		1 = Effective														1 = High

		2 = Moderately Effective														2 = Moderately High

		Interval						Circuit

		< 50 %		1				215

		50 to 60 %		1				215

		60 to 70 %		0.9813953488				211

		70 to 80 %		0.9627906977				207

		80 to 90 %		0.9581395349				206

		90 to 100 %		0.8418604651				181

				0
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Respondents

		Category		Company		BU2

		EQ Circ		Lucent		Wireless

		EQ Circ		Lucent		Access

		EQ Circ		Lucent		Transport

		EQ Circ		Lucent		Circuit Switching

		EQ Circ		Lucent		Converged Solutions

		EQ Circ		Siemens		Circuit Switching

		EQ Pack		Cisco		Packet Switching/Routing

		EQ Pack		Juniper		Multiple

		EQ Pack		LongBoard		Converged Solutions

		EQ Pack		Lucent		Packet Switching/Routing

		EQ Pack		Marconi		Packet Switching

		EQ Pack		Marconi		Multiple

		EQ Pack		Nortel		Packet Switching/Routing

		EQ Pack		Nortel		Multiple

		EQ Pack		Nortel		Transport

		EQ Pack		Telcordia		Converged Solutions

		SP-NO Circ		AT&T		Multiple

		SP-NO Circ		BST		Wireline Switch

		SP-NO Circ		CHILL		Wireline Switch

		SP-NO Circ		Comcast		Cable Provider

		SP-NO Circ		COMPOR		Multiple

		SP-NO Circ		COX Cable		Cable Provider

		SP-NO Circ		CT2		Multiple

		SP-NO Circ		CTCOMM		Multiple

		SP-NO Circ		CTSVC		Multiple

		SP-NO Circ		CZN		Multiple

		SP-NO Circ		Deneph		Wireline Switch

		SP-NO Circ		Insight		Cable Provider

		SP-NO Circ		Marconi		Other Network Services

		SP-NO Circ		Qwest		WL Mobile

		SP-NO Circ		Qwest		Wireline Switch

		SP-NO Circ		Qwest		Wireline Transport

		SP-NO Circ		SRTEL		Wireline Switch

		SP-NO Circ		SureWest		Wireline Switch

		SP-NO Circ		Verizon		Multiple

		SP-NO Circ		Verizon		Wireless

		SP-NO Pack		AT&T		Multiple

		SP-NO Pack		BST		Packet Switching

		SP-NO Pack		LEVEL3		Packet Switching

		SP-NO Pack		SBC		Packet Transport

		SP-NO Pack		Sprint		Packet Transport

		SP-NO Pack		Sprint		Multiple

		SP-NO Pack		Verizon		Multiple

		SP-NO Pack		Verizon		Wireless

		SP-NO Pack		WinFirst		Other Network Services





NRIC Overview

		Implementation of Best Practice														Cost Associated with Implementing Best Practice

		Response 1 or 2		Equipment Supplier				Service Provider								Response 1		Equipment Supplier				Service Provider

		Interval		Circuit		Packet		Circuit		Packet		Composite				Interval		Circuit		Packet		Circuit		Packet		Composite

		95 to 100 %		37		30		95		151		131				95 to 100 %		6		0		1		5		1

		90 to 95 %		0		7		52		0		43				90 to 95 %		0		0		0		0		0

		80 to 90 %		10		12		39		35		42				80 to 90 %		3		0		5		4		4

		70 to 80 %		0		4		15		17		17				70 to 80 %		4		2		2		2		5

		60 to 70 %		1		1		9		13		8				60 to 70 %		10		8		6		6		9

		50 to 60 %		2		0		1		8		3				50 to 60 %		4		3		11		14		12

		< 50 %		0		1		4		6		6				< 50 %		23		42		190		199		219

		Total BPs		50		55		215		230		250				Total BPs		50		55		215		230		250

		1 = Implemented Everywhere Needed														1 = High

		2 = Implemented In Critical Areas														2 = Moderately High

		Effect on Network Reliability of Implementing Best Practice														Risk Associated with Not Implementing Best Practice

		Response 1 or 2		Equipment Supplier				Service Provider								Response 1 or 2		Equipment Supplier				Service Provider

		Interval		Circuit		Packet		Circuit		Packet		Composite				Interval		Circuit		Packet		Circuit		Packet		Composite

		95 to 100 %		42		41		135		204		176				95 to 100 %		30		20		45		146		78

		90 to 95 %		0		5		46		0		40				90 to 95 %		0		10		58		0		60

		80 to 90 %		4		4		25		13		23				80 to 90 %		10		14		54		30		51

		70 to 80 %		2		4		4		3		6				70 to 80 %		2		5		28		11		26

		60 to 70 %		2		1		4		5		2				60 to 70 %		6		2		15		12		16

		50 to 60 %		0		0		1		4		3				50 to 60 %		1		2		8		17		10

		< 50 %		0		0		0		1		0				< 50 %		1		2		7		14		9

		Total BPs		50		55		215		230		250				Total BPs		50		55		215		230		250

		1 = Effective														1 = High

		2 = Moderately Effective														2 = Moderately High

		IMPLEMENTATION

		Interval

		< 50 %		1				230

		50 to 60 %		0.9739130435				224

		60 to 70 %		0.9391304348				216

		70 to 80 %		0.8826086957				203

		80 to 90 %		0.8086956522				186

		90 to 100 %		0.6565217391				151
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Respondents

		Category		Company		BU2

		EQ Circ		Lucent		Wireless

		EQ Circ		Lucent		Access

		EQ Circ		Lucent		Transport

		EQ Circ		Lucent		Circuit Switching

		EQ Circ		Lucent		Converged Solutions

		EQ Circ		Siemens		Circuit Switching

		EQ Pack		Cisco		Packet Switching/Routing

		EQ Pack		Juniper		Multiple

		EQ Pack		LongBoard		Converged Solutions

		EQ Pack		Lucent		Packet Switching/Routing

		EQ Pack		Marconi		Packet Switching

		EQ Pack		Marconi		Multiple

		EQ Pack		Nortel		Packet Switching/Routing

		EQ Pack		Nortel		Multiple

		EQ Pack		Nortel		Transport

		EQ Pack		Telcordia		Converged Solutions

		SP-NO Circ		AT&T		Multiple

		SP-NO Circ		BST		Wireline Switch

		SP-NO Circ		CHILL		Wireline Switch

		SP-NO Circ		Comcast		Cable Provider

		SP-NO Circ		COMPOR		Multiple

		SP-NO Circ		COX Cable		Cable Provider

		SP-NO Circ		CT2		Multiple

		SP-NO Circ		CTCOMM		Multiple

		SP-NO Circ		CTSVC		Multiple

		SP-NO Circ		CZN		Multiple

		SP-NO Circ		Deneph		Wireline Switch

		SP-NO Circ		Insight		Cable Provider

		SP-NO Circ		Marconi		Other Network Services

		SP-NO Circ		Qwest		WL Mobile

		SP-NO Circ		Qwest		Wireline Switch

		SP-NO Circ		Qwest		Wireline Transport

		SP-NO Circ		SRTEL		Wireline Switch

		SP-NO Circ		SureWest		Wireline Switch

		SP-NO Circ		Verizon		Multiple

		SP-NO Circ		Verizon		Wireless

		SP-NO Pack		AT&T		Multiple

		SP-NO Pack		BST		Packet Switching

		SP-NO Pack		LEVEL3		Packet Switching

		SP-NO Pack		SBC		Packet Transport

		SP-NO Pack		Sprint		Packet Transport

		SP-NO Pack		Sprint		Multiple

		SP-NO Pack		Verizon		Multiple

		SP-NO Pack		Verizon		Wireless

		SP-NO Pack		WinFirst		Other Network Services





NRIC Overview

		Implementation of Best Practice														Cost Associated with Implementing Best Practice

		Response 1 or 2		Equipment Supplier				Service Provider								Response 1		Equipment Supplier				Service Provider

		Interval		Circuit		Packet		Circuit		Packet		Composite				Interval		Circuit		Packet		Circuit		Packet		Composite

		95 to 100 %		37		30		95		151		131				95 to 100 %		6		0		1		5		1

		90 to 95 %		0		7		52		0		43				90 to 95 %		0		0		0		0		0

		80 to 90 %		10		12		39		35		42				80 to 90 %		3		0		5		4		4

		70 to 80 %		0		4		15		17		17				70 to 80 %		4		2		2		2		5

		60 to 70 %		1		1		9		13		8				60 to 70 %		10		8		6		6		9

		50 to 60 %		2		0		1		8		3				50 to 60 %		4		3		11		14		12

		< 50 %		0		1		4		6		6				< 50 %		23		42		190		199		219

		Total BPs		50		55		215		230		250				Total BPs		50		55		215		230		250

		1 = Implemented Everywhere Needed														1 = High

		2 = Implemented In Critical Areas														2 = Moderately High

		Effect on Network Reliability of Implementing Best Practice														Risk Associated with Not Implementing Best Practice

		Response 1 or 2		Equipment Supplier				Service Provider								Response 1 or 2		Equipment Supplier				Service Provider

		Interval		Circuit		Packet		Circuit		Packet		Composite				Interval		Circuit		Packet		Circuit		Packet		Composite

		95 to 100 %		42		41		135		204		176				95 to 100 %		30		20		45		146		78

		90 to 95 %		0		5		46		0		40				90 to 95 %		0		10		58		0		60

		80 to 90 %		4		4		25		13		23				80 to 90 %		10		14		54		30		51

		70 to 80 %		2		4		4		3		6				70 to 80 %		2		5		28		11		26

		60 to 70 %		2		1		4		5		2				60 to 70 %		6		2		15		12		16

		50 to 60 %		0		0		1		4		3				50 to 60 %		1		2		8		17		10

		< 50 %		0		0		0		1		0				< 50 %		1		2		7		14		9

		Total BPs		50		55		215		230		250				Total BPs		50		55		215		230		250

		1 = Effective														1 = High

		2 = Moderately Effective														2 = Moderately High

		IMPLEMENTATION

		Interval

		< 50 %		1				50

		50 to 60 %		1				50

		60 to 70 %		0.96				48

		70 to 80 %		0.94				47

		80 to 90 %		0.94				47

		90 to 100 %		0.74				37
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Respondents

		Category		Company		BU2

		EQ Circ		Lucent		Wireless

		EQ Circ		Lucent		Access

		EQ Circ		Lucent		Transport

		EQ Circ		Lucent		Circuit Switching

		EQ Circ		Lucent		Converged Solutions

		EQ Circ		Siemens		Circuit Switching

		EQ Pack		Cisco		Packet Switching/Routing

		EQ Pack		Juniper		Multiple

		EQ Pack		LongBoard		Converged Solutions

		EQ Pack		Lucent		Packet Switching/Routing

		EQ Pack		Marconi		Packet Switching

		EQ Pack		Marconi		Multiple

		EQ Pack		Nortel		Packet Switching/Routing

		EQ Pack		Nortel		Multiple

		EQ Pack		Nortel		Transport

		EQ Pack		Telcordia		Converged Solutions

		SP-NO Circ		AT&T		Multiple

		SP-NO Circ		BST		Wireline Switch

		SP-NO Circ		CHILL		Wireline Switch

		SP-NO Circ		Comcast		Cable Provider

		SP-NO Circ		COMPOR		Multiple

		SP-NO Circ		COX Cable		Cable Provider

		SP-NO Circ		CT2		Multiple

		SP-NO Circ		CTCOMM		Multiple

		SP-NO Circ		CTSVC		Multiple

		SP-NO Circ		CZN		Multiple

		SP-NO Circ		Deneph		Wireline Switch

		SP-NO Circ		Insight		Cable Provider

		SP-NO Circ		Marconi		Other Network Services

		SP-NO Circ		Qwest		WL Mobile

		SP-NO Circ		Qwest		Wireline Switch

		SP-NO Circ		Qwest		Wireline Transport

		SP-NO Circ		SRTEL		Wireline Switch

		SP-NO Circ		SureWest		Wireline Switch

		SP-NO Circ		Verizon		Multiple

		SP-NO Circ		Verizon		Wireless

		SP-NO Pack		AT&T		Multiple

		SP-NO Pack		BST		Packet Switching

		SP-NO Pack		LEVEL3		Packet Switching

		SP-NO Pack		SBC		Packet Transport

		SP-NO Pack		Sprint		Packet Transport

		SP-NO Pack		Sprint		Multiple

		SP-NO Pack		Verizon		Multiple

		SP-NO Pack		Verizon		Wireless

		SP-NO Pack		WinFirst		Other Network Services





NRIC Overview

		Implementation of Best Practice														Cost Associated with Implementing Best Practice

		Response 1 or 2		Equipment Supplier				Service Provider								Response 1		Equipment Supplier				Service Provider

		Interval		Circuit		Packet		Circuit		Packet		Composite				Interval		Circuit		Packet		Circuit		Packet		Composite

		95 to 100 %		37		30		95		151		131				95 to 100 %		6		0		1		5		1

		90 to 95 %		0		7		52		0		43				90 to 95 %		0		0		0		0		0

		80 to 90 %		10		12		39		35		42				80 to 90 %		3		0		5		4		4

		70 to 80 %		0		4		15		17		17				70 to 80 %		4		2		2		2		5

		60 to 70 %		1		1		9		13		8				60 to 70 %		10		8		6		6		9

		50 to 60 %		2		0		1		8		3				50 to 60 %		4		3		11		14		12

		< 50 %		0		1		4		6		6				< 50 %		23		42		190		199		219

		Total BPs		50		55		215		230		250				Total BPs		50		55		215		230		250

		1 = Implemented Everywhere Needed														1 = High

		2 = Implemented In Critical Areas														2 = Moderately High

		Effect on Network Reliability of Implementing Best Practice														Risk Associated with Not Implementing Best Practice

		Response 1 or 2		Equipment Supplier				Service Provider								Response 1 or 2		Equipment Supplier				Service Provider

		Interval		Circuit		Packet		Circuit		Packet		Composite				Interval		Circuit		Packet		Circuit		Packet		Composite

		95 to 100 %		42		41		135		204		176				95 to 100 %		30		20		45		146		78

		90 to 95 %		0		5		46		0		40				90 to 95 %		0		10		58		0		60

		80 to 90 %		4		4		25		13		23				80 to 90 %		10		14		54		30		51

		70 to 80 %		2		4		4		3		6				70 to 80 %		2		5		28		11		26

		60 to 70 %		2		1		4		5		2				60 to 70 %		6		2		15		12		16

		50 to 60 %		0		0		1		4		3				50 to 60 %		1		2		8		17		10

		< 50 %		0		0		0		1		0				< 50 %		1		2		7		14		9

		Total BPs		50		55		215		230		250				Total BPs		50		55		215		230		250

		1 = Effective														1 = High

		2 = Moderately Effective														2 = Moderately High

		IMPLEMENTATION

		Interval

		< 50 %		0.9813953488				211

		50 to 60 %		0.9813953488				211

		60 to 70 %		0.976744186				210

		70 to 80 %		0.9348837209				201

		80 to 90 %		0.8651162791				186

		90 to 100 %		0.6837209302				147
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