Minutes of the Sixth Meeting of the Network Reliability and Interoperability Council V

October 30, 2001

Kent Nilsson, the Designated Federal Officer of the Network Reliability and Interoperability Council (NRIC), opened the meeting by introducing NRIC V Chairman James Q. Crowe and FCC Chairman Michael Powell. Chairman Crowe then asked Chairman Powell to say a few words.

Chairman Powell welcomed the members to the NRIC and said it was a time of renewed importance for the Council because of the tragic events which took place on September 11. He said the FCC’s response was guided by the work the Council did in preparation for Y2K. He said the events of September 11 showed that the communications network was one of the world’s great engineering marvels in terms of its ability to continue to provide service after such an event. He said the tragic events had renewed the interest of government in its critical infrastructures including telecommunications. He said risks of terrorism would be one of the things the Council would have to focus on. He said the FCC was also considering creating a parallel organization to be concerned with risks to communications media. One of the focuses of  FCC attention would be homeland security. Marsha MacBride will be heading a task force to deal with those security issues. Chairman Powell concluded his remarks by introducing Commissioner Copps. 

Commissioner Copps said that he had no remarks prepared but that he was looking forward to working with the members of the Council and that he was a great believer in the kind of public sector/private sector partnership of which the Council was an example. He said that when he was at the Department of Commerce he worked with many of that agency’s advisory committees. He said those committees were essential to the issues of international trade the Department confronted. He congratulated the members of the Council for the way the telecommunications industry reacted to the events of September 11. He said the road ahead required that they prepare for the worst. He said he was gratified that Chairman Powell gave these issues high priority. He said the efforts of the FCC in this respect would depend upon the members of the Council. He said he looked forward to working with them. Chairman Crowe then asked the members to introduce themselves.

Presenters and members in attendance at the June 26, 2001 meeting of the Network Reliability and Interoperability Council (“NRIC”) included Brian Moir, representing the International Communication Association; Arthur K. Reilly of Cisco; Rikke Davis of Sprint; Bill Smith of BellSouth;  Jerry Salemme of XO Communications; Paul Hart of USTA; Rick Harrison of Telcordia Technologies; Pete Lessek of Lucent Technologies; Ray Strassburger of Nortel Networks; Berry Orrel of Qwest; Frank Ianna of AT&T; Bob Taylor of ALTS: David Ackerman of Winstar; Katherine Condello of CTIA; Harold Salters of  PCIA; Dale Barr of NCS; Ed Eckert of Catina Networks; Chris Rice of SBC; John  McHugh of OPASTCO; Mark Wegleitner of Verizon; Andy Scott of NCTA; and Phil Kyees of Paradyne.

Chairman Crowe said that no event had ever shown the importance of the NRIC more than the events of September 11. The tragedy showed the need for the NRIC to reach out to other organizations concerned with reliability and interoperability, organizations such as NSTAC, which were involved in national security and reliability issues. He said that the members of NRIC were dedicated to making available the full resources of NRIC and the telecommunications industry to the cause of national security. He said that the Council was about to hear of the efforts made to restore the networks in the wake of the September 11 tragedy. Verizon, AT&T, Lucent, CTIA and ALTS would all be making presentations on this subject. He then introduced Karl Rauscher of Lucent

        Mr. Rauscher began by pointing out that wireless communications were used by Americans on the airplanes that were hijacked, by the rescue workers, and by the victims in the World Trade Center. He pointed out that wireless devices functioned even when severe damage was done to surrounding infrastructure. 

        He said that the Wireless Emergency Response Team (WERT) was established on the night of September 11, 2001 to provide coordinated wireless industry mutual aid support for search and rescue efforts at the World Trade Center rubble. Since completing its efforts, the team had compiled a final report, which was provided to the Council members. The report is also published at the NRIC web site. The report, in which 33 organizations and more that 250 industry subject matter experts participated, noted that no survivors were found. The report included 134 key learnings and 23 recommendations. There were 5,039 calls received in the WERT Public Call Center and there were 120 reports of a missing person’s use of a cell phone or pager from within the rubble. The reports of a missing person calling from within the rubble were given top priority when they came in. Some of these reports turned out to be false alarms. Organizations participating in the report were Arch Wireless, Argonne National Laboratory, AT&T, AT&T Wireless, BellSouth, CTIA, Cingular Interactive, EDO Corporation, Ericsson, FCC, Lucent Technologies, Metrocall, Motorola, NCS, NCC, NRSC, NRIC, ,Nextel, the NYPD, the NYC Mayor’s Office, Nortel Networks, PCIA, SkyTel, Sprint PCS, Telcordia Technologies, TruePosition, the U.S. Department of Energy, the U.S. Marshals Service, ESU, the U.S. Secret Service, Verizon, Verizon Wireless,VoiceStream, and Wheat International. The persons representing these companies on the team worked until they were exhausted and the last hopes of rescue were gone. The Team worked out of 16 states, with the coordination command center office being in Pennsylvania

Mr. Rauscher said that three of the persons on the team would be giving reports to the Council at the meeting: Bill Smith of BellSouth, Russ Waughman of AT&T Wireless, and Gee Rittenhouse of Lucent. The Team included four subteams in addition to the Coordination Command Center Subteam, on which he would be reporting. These were the Network Surveillance & Analysis Subteam, represented by Russ Waughman; the Service Provider Intelligence Subteam led by Stu Freidlin; the Public Call Center Subteam, led by by Bill Smith; and the Ground Zero Locating Subteam led by Gee Rittenhouse..

Mr. Rauscher said the mission of the Coordination Command Center Subteam, the subteam on which he was reporting,  was to provide leadership for the entire team, coordinate with authorities, manage media interfaces, and facilitate intra-team communications. The participating organizations were AT&T, the FCC, Lucent, Technologies, and the NCS and NCC. Mr. Rauscher said that the elements that worked well for the Coordinating Command Center Subteam, included the high commitment of professionals and organizations in mutual aid, the pre-established federal coordination function of the NCC, and the ability to conduct rapid research. He said that areas for improvement identified by the Coordinating Command Subteam included the need for a pre-established legal framework, the need for a pre-defined processes, the need for definitions and templates, and the need for broad language translation capabilities. Areas for further investigation identified by the Coordination Command Subteam included guidelines for communication with a trapped survivor between detection and location, special instructions for 911 centers for handling wireless callers, and a list of WERT capabilities available to emergency response teams. 

Mr. Rauscher said he wanted to highlight some of the recommendations in the subteam’s report. These were a recommendation that the WERT 134 Key Learnings should be reviewed by the communications industry and emergency response entities for inclusion in Best Practices; that WERT be established as a permanent entity, with contact names and reach numbers of all carriers; and that WERT should determine the most appropriate oversight of its operation.  This oversight should ensure appropriate support and cooperation so that the team’s Key Learnings and recommendations can be properly addressed.

At this point, Mr. Rauscher introduced Russ Waughman to give his presentation on the Network Surveillance and  Analysis Subteam. Mr. Waughman said that one of the first experiences of the Network Surveillance and Analysis Subteam was a hoax call. He said the Mission of the Network Surveillance & Analysis Subteam was: to look for any activity on the call center list including registration, calls, or text messaging activity, to proactively screen 911 calls for false alarms, and to identify the cell site of each 911 call and look at call and registration history. The participating organizations in this subteam were Arch Wireless, AT&T Wireless, Cingular Interactive, Metrocall, Nextel, Skytel, Sprint PCS, Verizon Wireless, and VoiceStream. He said the cooperation between these participants was exceptional.

He said that what worked well were the adapted fraud, billing and trouble shooting tools, developed over the last few years, to quickly screen the call center list and 911 calls. Areas for improvement included handling 911 calls from a 3rd party and identifying search and rescue mobile phones. Areas for further investigation included the use of text messaging to communicate with a victim.

The subteam recommendations he wanted to call attention to were: that the WERT needed to consider how to prepare for disaster situations with significantly different characteristics, for example, where the disaster region is over several square miles;  that the wireless industry should evaluate possible methods for summoning aid using text messaging; and that the WERT Network and Surveillance and Analysis Subteam should periodically rehearse the execution of its function.  This exercise should include coordination with the other WERT functions, and directing the Ground Zero Subteam in their function. Mr. Waughman then reintroduced Mr. Rauscher to speak about the Service Provider Intelligence Subteam.

Mr. Rauscher said the mission of the Service Provider Intelligence Subteam was to

provide rapid response database lookup information, associating service provider names, switch addresses, and tandem homing arrangement information with cellular phone numbers. The participant in this subteam was Telcordia Technologies. Telcordia personnel manned a 24 hour rapid response desk providing the necessary lookup information. 

Mr. Rauscher next introduced Bill Smith to talk about the Public Call Center Subteam and the public call center that was established. 

Mr. Smith said the mission of the public call center was to off load calls from the 911 command center and other government entities, receive calls and collect information about potentially trapped survivors, and obtain cell and pager numbers for missing persons. BellSouth accepted the request to establish a call center, formed an organizing team and developed a plan, evacuated the existing call center and utilized an existing 800 number, recruited BellSouth employees as volunteers, developed a recorded announcement and operator script for the call center, and publicized an 800 number via media outlets. BellSouth established the call center within 7 hours of the request. The call center handled about 5000 calls in 5 days.

Mr. Smith said that what worked well for the Subteam was the quick response facilitated by the existing call center and 800 number, overcoming “secure information” restraints, the escalation desk and conference bridge to handle leads for trapped survivors, the call data transmitted hourly to the WERT command center, and the fact that BellSouth’s size and experience enabled a quick response to recruit, organize and train large numbers of volunteers.

Mr. Smith saw opportunities for improvement in the ability to identify communications companies available to establish call centers; the establishment of toll-free numbers as permanent numbers for future emergencies; the establishment of a web based, secure site for real-time data entry; the ability to publicize what is being done with information received; the development of a process for follow up; the ability to consider language barriers and access to 800 numbers for international callers; the development of a training program for operators on the criteria to escalate calls; and the collection of ANI and CLID from call center and  cell phone calls. 

The recommendations of the Subteam were that the WERT Public Call Center 30 Key Learnings should be reviewed by the larger communications industry for inclusion in industry Best Practices and that major communications companies should have a contingency plan to offer a public call center for a mutual aid national crisis.

Next, Dr. Gee Rittenhouse introduced himself to talk about the Ground Zero Locating effort. He said the mission of his subteam was to aid and assist in the location of and communication with trapped survivors who might possess a variety of wireless personal equipment.  Currently there is a high probability that victims will have access to some sort of wireless device (e.g. phone, pager, FOB, etc.).  This provides a unique opportunity for passive remote location and establishing a wireless link for remote communication.

The participating organizations were AWS, Nextel, Cingular Interactive, TruePosition, Lucent Technologies,
Verizon Wireless, Motorola, and Wheat International. Mr. Rittenhouse said that what worked well was the effort to provide extended network coverage into the debris field using RF repeaters, autonomous base stations and base station simulators, and valid secondary Mobile Wireless channels for monitoring and network access.

As areas for improvement, he identified the ability to distinguish between buried mobile telephones and those around the periphery of the debris field and true production-quality autonomous mobile equipment capable of providing location, remote network coverage, and two-way communication. An area for further investigation was the possible addition of an emergency mode for mobile equipment with extreme low-power and location beacons.

Mr. Rittenhouse said battery powered devices have a limited benefit over time. He said that, with ubiquitous mobile and pager coverage, personal wireless mobile equipment provides a new opportunity for remote location and communication in search and rescue operations, minimizing risk to search and rescue teams and providing maximum utilization of resources. The subteam recommended investigating further improvements for this new capability, including periodic, formal test trials in buildings targeted for demolition and possible location and emergency response enhancements to mobile equipment. 

Mr. Rauscher thanked Mr. Waughman, Mr. Smith and Mr. Rittenhouse for their presentations. He stated the WERT Team’s conclusions. He said that it was important to keep rescue teams from danger by quickly discrediting false reports; confirm as safe, individuals thought to be missing; help family members achieve closure; assure the public both here and abroad that all known technological approaches were being used to listen for any cellular or pager communication being sent from the rubble; and document Key Learnings and recommendations in the WERT Final Report so that this capability can be enhanced and optimized. Mr. Rauscher said the WERT final report was available at www.nric.org. He said the Team needed to assess responses to the final report from government authorities, emergency response agencies, industry forums and associations, and the public. The Team needed to coordinate proper follow-up for the Key Learnings and recommendations and to determine appropriate oversight for the WERT capability. Mr. Rauscher concluded by asking if there were any questions. There were none.

Chairman Crowe next  introduced Katherine Condello of CTIA.

Ms. Condello said the wireless industry had achieved a 40 percent market penetration rate making possible the efforts described by WERT. She said about 4% of wireless calls were blocked during peak hours. The average wireless subscriber makes three to four calls a day. On September 11 the wireless industry experienced about a 50% increase in traffic over normal peak traffic nationally. The Northeast United States experienced a 75% increase. Washington, D.C. experienced a 125% increase. New York City experienced a 400% increase. In the 9:00 a.m.to 11:00  a.m.time frame one carrier in New York experienced a 1300% increase before turning off call counting equipment to support more calls. Mothers Day is usually a 30% increase. On the afternoon of September 11, 160 cell sites were rendered inoperable. A quarter of the missing capacity was restored within hours. Half the missing capacity was restored within 72 hours. Ninety seven percent of the capacity was restored by September 17. In less than two weeks all capacity was restored and an additional twenty-three cites had been added in support of recovery activities. No sites were destroyed in the Washington, D.C. area, but ten temporary sites were installed to provide additional capacity. No sites were lost in the Pennsylvania crash site area, but two temporary sites were added to handle additional traffic.

By September 12, call levels nationwide were at normal levels, but call levels in Washington, D.C. remained elevated through September 14 and calls in the World Trade Center area were 100% higher for about two weeks. Call levels were particularly high in the World Trade Center area because many callers in the area used wireless phones waiting for their wireline service to be restored. Ms. Condello thanked the wireline and power companies in New York for helping the cellular industry restore service. She also acknowledged paging, data and ISP carriers who provided communications capacity to citizens when communications exceeded the capacity of the voice networks. Ms. Condello said much recommended by WERT would be considered by CTIA and implemented over the next year.  Ms. Condello asked for questions. There were none.

Chairman Crowe next introduced Mark Wegleitner, the Senior Vice President for Network Planning of Verizon. Mr. Wegleitner thanked the members of the Council and the FCC for their help in dealing with the September 11 crisis. He said that New York City had the densest telecommunications infrastructure in the world. He showed a diagram which divided into three the areas damaged in the September 11 tragedy. These were the buildings destroyed, the buildings heavily damaged and the buildings left without power, which included the New York Stock exchange. He showed photos of the damage done to Verizon’s building by the collapse of the nearby World Trade Center. Verizon’s facilities in its building continued to operate even after it was evacuated until about 10:00 p.m. The damage done included penetration by girders on every floor on which Verizon had equipment, water used by firemen to put our the fires on the site of the World Trade Center, ash and smoke. Verizon cable in the World Trade Center was crushed and buried. The Verizon building capacity was roughly that of the City of Cinncinatti. Even though the Stock Exchange telephones continued to operate, many of the member companies were located inside the area where telephone service was disrupted. The key floors of Verizon’s building were the sixth and the eighth, where the switching took place. About 17,000 fibers enter or leave the building. These include 4.4 million total data circuits, 2.7 million through data circuits and 90,000 message trunks. Local loop fiber included 7,600 fibers, 48,000 voice lines, 111,800 PBX lines, 11,100 ISP lines, and 1.6M data circuits. Local loop copper lines included 500 copper cables, 134,000 voice circuits, and 80,000 data circuits. Inside the building itself, there were 4 digital switches, 500 optical transport systems, 1,500 channel banks, 192,000 digital cross connect ports, 683 local fiber muxes, and 967 digital loop carrier systems. The access lines that had to be restored included 200,000 voice, 100,000 PBX / Centrex, and 3.6 million data circuits to ten cell sites. The number of customers affected was 14,000 business customers and 20,000 residential. For the first few days after September 11, Verizon had a least twice the normal number of calls to handle through this office. Repairs to outside plant were unusual because it was impossible to get to the cable vault, including laying cables on top of a walkway and up the outside wall of the building. 

Mr. Wegleitner said Verizon set three priorities for service restoration. Priority 1 included


immediate restoral by design (automatically alternately routed facilities) such as E911 and the SONET inter-office network which experienced no loss of service during the emergency, and new or re-routed emergency service lines, such as police, fire, medical city, state and federal government agencies. Priority 2 included restoring service at the New York Stock Exchange, which was open by Sept. 17, providing emergency power, installing new high capacity routes, porting 140 West St. telephone numbers to new locations, and establishing vendor-carrier coordination. Priority 3 included restoring high capacity landline connections; restoring cable , switch, and electronics; restoring mega forward services; and restoring  payphones wireless alternatives and establishing customer outreach. 

Currently, a majority of originating/terminating data circuits have been restored. The vast majority of voice circuits have been restored by porting, bypass, relocating or full restoration. Many repairs, however, are temporary, and must be made permanent

Mr. Wegleitner said that the vendors had provided the necessary equipment to allow for these restoral efforts and worked side by side with Verizon on a 24 by 7 basis. He thanked the vendors in the room. 

He noted that the Pentagon had also been hit and mentioned the western Pennsylvania crash site. He said phone service was never lost at the Pentagon and that Verizon had participated in the establishment of telephone connections for the authorities at the Pennsylvania crash site. He then asked for questions. There were none.

Chairman Crowe then introduced P.J. Aduskevicz of AT&T.  Ms. Aduskevicz said she would first talk about AT&T’s response to the events of September 11. AT&T initiated pro-active management of the network to handle increased call volumes, to prevent network equipment from going into overload, and to maneuver around congestion situations. AT&T placed the on-site work force on the highest alert status in the affected areas to expedite restoration activities and placed all AT&T network locations on heightened security status. AT&T activated the Telecommunications System Priority (TSP) process to assure critical government services were restored with the highest priority and cooperated with, and was supported by, FEMA and by local authorities and financial institutions to establish emergency communications in the affected areas and to facilitate resumption of stock exchange operations in New York City. AT&T also provided support for communications for police and other emergency personnel. AT&T set up a Global Network Operations Center and Emergency Operations Center for coordination of recovery activities for all network functionality. AT&T was in constant interaction with Verizon and other carriers at all levels to provide assistance and assure coordinated recovery from executive to working level. AT&T deployed its network disaster recovery team, which had been created about 10 years earlier with just such a disaster in mind. It was set up in New Jersey because it was not optimal to set it up in New York City. One of the lessons learned was that air transport could not be counted on in an emergency. But AT&T was able to locate its disaster personnel by car and truck. On Friday, September 21, the AT&T Manhattan Emergency  Communications Vehicle was moved to a location within the WTC disaster zone to provide emergency communications for New York City emergency response agencies and for humanitarian relief purposes. The phone bank was set up in the Spirit of New York, a dinner cruise ship, that is being used as a rehabilitation center for the crews working on the WTC disaster site. 

Ms. Aduskevicz said that AT&T Network  averaged a nation-wide call volume of 300 million calls per day. The previous daily record call volume was 330 million, but on September 11 the nationwide voice call volume reached 431 million calls. 

With respect to the disaster at the Pentagon, Ms. Aduskevicz pointed out that no service was lost. The situation, however, was monitored continuously. Simulations were conducted to develop an effective recovery plan for immediate implementation should the need arise.

The event at the New York City World Trade Center was unprecedented

The Local Network Services’ (LNS) two largest Transport Nodes in WTC were destroyed. Six others in Manhattan were not affected. AT&T lost the use of two switches due to building damage and two others due to loss of power. Seven others in Manhattan were not affected. The major issue was maintaining connectivity to the AT&T Core and LNS nodes, Verizon network nodes, and with customers. As far as switching recovery was concerned, Ms. Aduscevicz said AT&T recovered two local switches on day 4,  upgraded one ORM to a full switch on day 6, recovered a third local switch on day 18 and re-homed other affected customers to other switches. AT&T built a whole new transport recovery node, including digital cross connects, by day 18. AT&T used broadband wireless wherever possible. There were 24 installations through day 24, and AT&T is rebuilding the entire Lower Manhattan fiber and transport ring network. Ms. Aduskevicz praised and thanked the vendors, contractors and others who worked so hard and cooperatively to restore service. She then asked for questions. There were none.

Chairman Crowe then introduced Bob Taylor of ALTS. Mr. Taylor said he represented CLECs who, on September 11 had dozens of switches in the lower Manhattan area. He said some CLECs were installing new service within hours of the tragedy. CLECs provided service to FEMA, police and even other carriers in the area. Many carrier’s customers lost none of their service due to the broadband redundancy that existed in Manhattan. He said that Focal, Allegiance, Time Warner Telecom, XO Communications, Winstar, Teligent, espire, Yipes and Arbros provided valuable aid in this emergency. CLECs were fortunate in that only a small part of Manhattan was affected and CLEC continued to provide customers with service. The Department of Telecommunications did a fine job of coordination restoration efforts. Many CLECs had difficulty getting into the disaster area because of security. There was room for improvement in the area of cooperation among industry members. More local providers need to be brought into organizations such as NRIC and NSTAC. Mr. Taylor said disasters were a local issue. It is the last mile where the work was most crucial. He said that CLECs had as many people working on restoration relative to the CLECs’s. He said that technology and diversification were essential parts of the recovery effort. He then asked for questions. There were none.

Chairman Crowe then thanked those who had made presentations on the World Trade disaster. He also thanked the various NRIC focus groups and their leaders for their efforts and said the Council would now hear from them. He introduced Karl Rauscher, chairman of focus group 2A2. 

Mr. Rauscher read the charter of focus group 2A2:

The purpose of the Packet Switching Best Practices Subcommittee is to provide  recommendations for the FCC and to the telecommunications industry that, when implemented, will assure optimal reliability of public telecommunications networks.  The duties of the Subcommittee will be to gather the data and information necessary to prepare studies, reports, and recommendations for assuring optimal packet switched network reliability within the parameters set forth in the NRIC V Charter.  The subcommittee will also monitor future developments to ensure that network reliability is not at risk. Building on the work of NRIC IV, as appropriate, the subcommittee will continue to develop best practices recommendations and refine or modify, as appropriate, best practices recommendations.  The subcommittee will evaluate and report on the extent to which telecommunications common carriers and equipment suppliers are using best practices recommendations and applicable ANSI Committee T-1 standards, and identify ways to increase the use of best practices and relevant Committee T-1 standards by telecommunications service providers and equipment suppliers. The subcommittee’s scope includes packet switching-based wireless network services.

Mr. Rauscher pointed out that the membership of focus group 2A2 included carriers, vendors and standards groups. He said the membership was balanced and provided strong support to the focus group. 

The focus group has completed its study of network reliability Best Practice recommendations for packet switched telecommunications network services. The focus group has refined and modified existing (Circuit Switching) Best Practices and had developed many new Best Practices The focus group had surveyed and evaluated the industry use of Best Practices and was formulating recommendations to implement and increase the use of Best  Practices. The industry survey was conducted in the August to September timeframe. A non disclosure agreement was reached with BPI Telcodata so that the participants could share information without the risk of competitive harm. There was a strong increase in number of participants from the last NRIC Survey. The number of companies participating was up 225%. The number of business units participating was up 375% and the number of packet-switched business units participating had increased from 0 to 19. The subcommittee Charter shaped the survey objectives, which were to evaluate and report on the extent to which telecommunications common carriers and equipment suppliers are using Best Practices recommendations and to identify ways to increase the use of Best Practices. In addition to implementation, other factors were measured, including the cost of implementing the Best Practice, the effectiveness of the Best Practice, and the risk of not implementing the Best Practice. There was a detailed analysis report for each Best Practice.
Mr. Rauscher then explained that “not every recommendation will be appropriate for every company in every circumstance, but taken as a whole, the Council expects that these findings and recommendations will sustain and continuously improve network reliability.”  He said that previous councils identified Best Practices, already in use by individual companies, for consideration by the rest of the industry.  He reminded the Council members that Best Practices are not requirements or standards.  He then summed up industry survey responses. He said there was a high level of implementation of Best Practices. Of the service providers participating, with respect to packet switching, 50% of responders were implementing at least 97% of the Best Practices and 90% of the responders were implementing at least 66% of the Best Practices. With respect to circuit switching, 50% of responders were implementing at least 98% of the Best Practices and 90% of responders were implementing at least 56% of the Best Practices. Of the equipment suppliers participating, with respect to packet switching, 50% of responders were implementing at least 98% of the Best Practices and 90% of responders were implementing at least 67% of the Best Practices. With respect to circuit switching, 50% of responders were implementing 100% of the Best Practices and 90% of responders were implementing at least 74% of the Best Practices. Of the service providers, with respect to packet switching, 50% of responders describe at least 99% of Best Practices as effective. With respect to circuit switching, 50% of responders describe 100% of Best Practices as effective. Of the equipment suppliers, with respect to packet switching, 50% of responders describe 100% of Best Practices as effective. With respect to circuit switching, 50% of responders describe 100% of Best Practices as effective. Of the service providers, with respect to packet switching, 50% of responders considered 87% of the Best Practices as not having a high cost to implement. With respect to circuit switching, 50% of responders considered 89% of the Best Practices as not having a high cost to implement. Of the equipment suppliers, with respect to packet switching, 50% of responders considered only 24% of the Best Practices as having a high cost to Implement. With respect to circuit switching, 50% of responders considered 54% of the Best Practices as having a high cost to implement. Of the service providers, with respect to  packet switching. 50% of responders considered at least 94% of the Best Practices as being risky to not implement. With respect to circuit switching, 50% of responders considered at least 97% of the Best Practices as being risky to not implement. Of the equipment suppliers, with respect to packet switching, 50% of responders considered at least 96% of the Best Practices as being risky to not implement. With respect to circuit switching, 50% of responders considered at least 98% of the Best Practices as being risky to not implement. Mr. Rauscher said the focus group also tried to understand the reasons for the low scoring Best Practices and looked for insights from relationships among implementation, effectiveness, cost, and risk. They tried get insights into how to promote better implementation of Best Practices. The focus group tried to monitor developments relevant to network reliability. These include the September 11, 2001 terrorist attacks. As a result some new Best Practices are being considered. The focus group is now providing tutorials to various government entities on Best Practices. The focus group will be reviewing focus groups 2.B1 and 2.B.2’s work ,including the voluntary trial reports. With respect to the California Energy Crisis,  SBC confirmed that NRIC Power Best Practices are effective in preventing network outages. The focus group is on schedule and will complete its work within the next two months. Final recommendations are being prepared and will be sent to the Council within a month. The focus group is also implementing improved access for Best Practices on the web. Mr. Rauscher concluded his presentation and asked if there were any questions. There were none.

Chairman Crowe thanked Mr. Rauscher and introduced P.J. Aduskevicz to speak on the voluntary outage reporting process. Ms. Aduskevicz said her focus group, 2B1 was asked to implement a voluntary one-year trial with participation by Internet Service Providers, CMRS, satellite, cable, and data networking service providers to alert the National Communications System/National Coordinating Center for Telecommunications (NCS/NCC) of outages that are likely to have significant public impact. The focus group was also asked to evaluate outage-reporting requirements and guidelines currently used by wireline carriers to improve the quality of outage reporting and to evaluate and report on the reliability and availability of the PSTN utilizing NRSC quarterly reports. The focus group had completed its recommendation to NRIC IV to proceed with the trial, provided there was an FOIA exemption. The NRIC V Chairman sent a letter to industry association representatives reinforcing the commitment to a voluntary trial and explaining the MOU (Memorandum of Understanding) signed by NCS/NCC and FCC ensuring that proprietary information provided under the agreement is protected against unauthorized use or disclosure. The industry associations have reviewed the Chairman’s letter and the MOU with their members. The focus group has created a flowchart of the reporting process, and criteria for data scrubbing by NCS/NCC have been validated and refined. The overarching trial goals and data analysis options have been documented by the team and distributed to industry association representatives. Since the last meeting, the focus group has received five outage reports. One additional report was received under the mandatory reporting process, 47 CFR 63.100, that would more appropriately have been reported under the voluntary trial. Limited participation remains an issue, however, the amount of participation is increasing. Participation by some industry segments has not been great. There are no satellite participants. The CMRS participants represent about 43% of the market by subscriber. All qualified NCT members are participating, representing 99% of the market by subscriber. ISP participants represent about 20% of the market by traffic volume. Data Networking participants represent about 40 of the market by traffic volume. Ms. Aduskevicz asked the members to encourage their industries to participate in the voluntary trials. For its final report, the team is considering three options as recommendations: extend the voluntary trial due to the time required to implement the reporting process in participating companies; terminate the trial on November 15, 2001 and report on trial processes and data analysis; terminate the trial on November 15, 2001, report on trial processes and data analysis and gather data through other forums.   Many entities have been extensively involved in information sharing, reliability issues, and security since September 11; it might be more appropriate for these forums to be the focal point for this type of activity. 

   As for improving the wireline outage reporting process, another task for the focus group, Ms. Aduscevicz said the group had revised the Network Reliability Steering Committee Charter to reflect intent to “improve” reliability verses the previous charter’s goal to simply “monitor.” The group had changed the baseline for FCC Reportable Service Outages from the record of the first year of reporting to the cumulative record going forward. The group had begun conducting special analysis on detected trends (for example, single failures affecting large geographic areas). The group had begun performing analysis on Emergency Services Outages. Also the FCC had begun working to implement 63.100 electronic filing and putting the template into a“user friendly” format. 

   With respect to the third charge of the focus group, evaluating and reporting on the reliability and availability of the PSTN, utilizing NRSC quarterly reports, Ms. Aduskevicz said the annual analysis of network outages had been completed. She proceeded to review the conclusions of the reports. For the year, Common Channel Signaling outages are up. The frequency of outages is also up, but their impact has not increased according to the outage index. For the year, outages caused by procedural errors are on the rise. Based upon analysis of all outages reported from the first quarter of 1993 through the second quarter of 2001, the NRSC notes that there is an increasing trend in the number of Tandem Switch, CO Power, CCS and DCS outages, and there is an increasing trend in the frequency and aggregated outage index of procedural errors as the root cause of outages. However, there is a decreasing trend in the number of facility and local switch outages. 

   Ms. Aduskevicz noted that CCS outages over the last four consecutive quarters are the highest of any four consecutive quarters since the beginning of the baseline period. In this regard, earlier this year, the NRSC formed a study group to review CCS outages and to identify possible causes of the recent increase. The findings of this group indicate that these outages could have been prevented, or their impact mitigated, had previously identified Best Practices been followed. These findings further highlight the need to increase industry awareness of CCS outages and application of Best Practices. Ms. Aduskevicz said that these Best Practices may be found at http://www.atis.org/pub/nrsc/fg3sc. 

As far as outages reported in conjunction with the events of September 11 are concerned, Ms. Aduscevicz said that there were nine initial reports. The size of the service providers reporting covered a wide range. One report appears to be more appropriately reported under the voluntary trial, and the reports demonstrate the willingness of industry to share appropriate information about the impacts of this significant event. Ms. Aduscevicz then asked for questions. There were none.

Chairman Crowe next introduced Paul Hartman to discuss the work of focus group 2B2, packet switching. Mr. Hartman said his focus group dealt with issues such as the definition of “outage,” which didn’t apply unambiguously to packet switching. He suggested the term “disruption” might be more appropriate for packet switching. He said the group also had difficulty determining whether to define “outage” as network affecting or end user affecting. The development of a disruption measurement was also an issue. The focus group also had to develop a threshold for disruption measurement and that threshold would be different depending on whether the disruption was viewed internally or externally. The focus group looked to various sources to help it decide these matters. With respect to IP, these sources were T1A1.2, the Internet Engineering Task Force (IETF), Cable Labs (Packet Cable), service level agreements (SLAs),  publicly available performance information, Telcordia generic requirements, and “Quality Excellence for Suppliers of Telecommunications.” With respect to non-IPs, the sources included ATM, Frame Relay, RQMS and TL9000. Mr. Hartman finished by stating the conclusions of his group. The group recommended that the NRIC ontinue to monitor the above mentioned sources (and others) for deliverables and then see how deliverables meet the NRIC objectives. The group also recommended that, if disruption reporting is a high NRIC priority, then more ISPs need to be recruited and to be involved in the process. Mr. Hartman asked if there were any questions. There were none.

Chairman Crowe next introduced Ed Eckert to report on Focus Group 3, Wireline Network Spectral Integrity.

Mr. Eckert said that, during the last six months, his Focus Group had five days of face-to-face meetings; five conference calls; established liaisons to key standards development organizations; reviewed and considered 14 individual contributions towards the Focus Group goals; worked towards a white paper on remotely deployed DSL, and worked towards a recommendation on specrtum management information exchanges among equipment manufacturers, loop owners and service providers.

Mr. Eckert next read the mission statement of his Focus Group. He said the mission of the Wireline Network Spectral Integrity (WNSI) Focus Group is to provide recommendations to the FCC and to the telecommunications industry that, when implemented, will ensure the integrity of coexisting services in wireline public telecommunications networks; facilitate widespread and unencumbered deployment of xDSL and associated wireline high speed access technologies; and encourage network architecture and technology evolution that safeguards the integrity of wireline public telecommunications networks while maximizing capacity, availability and throughput in an unbundled or competitive environment. Mr. Eckert showed a list of the subject matter experts and organizations contributing expertise to his Focus Group.

Mr. Eckert then reported on the development, status and implementation of technical standards relevant to wireline network spectral integrity. Committee T1’s Technical Subcommittee T1E1 has now completed the first  “American National Standard [for] Spectrum Management for Loop Transmission Systems.” It was approved by ANSI as T1.417 on  January 1, 2001 and is available at www.
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.org.. Standards for in-line filters (for splitterless DSL) and network end splitters have been approved and are on their way to publication. Standards for network end splitters will be balloted in November. VDSL standards are now in default letter ballot. 

An effort on Dynamic Spectrum Management (DSM) has begun.. There will be joint work between T1E1.4 and TR41.9 on “Administrative Council on Terminal Attachments” (ACTA) Part 68 issues. T1E1.4 will be responsible for developing a recommendation on the installation of ADSL splitters in homes having alarms or security systems (a call for contributions has been made). There will be joint work to identify appropriate sections of T1.417 “Spectrum Management” for inclusion in a future issue of TIA-968. T1E1.4 continues work on Issue 2 of T1.417, with discussions and contributions being focused on the spectral compatibility of central office based DSL with remote terminal based DSLs and repeaters. T1E1.4 hoped to have a draft “Issue 2” out for letter ballot in the fourth quarter of 2001. This target is at risk, and the draft will likely be completed in the first quarter of 2002. The format (i.e. delta document, addendum, or a completely new version) for Issue 2 is not yet clear; however, any changes will be normative. Mr. Eckert said The DSL Forum is currently involved in several DSL related projects, including interoperability testing.

Mr. Eckert said the rest of his presentation would provide an update on actions towards the goals of the original recommendations  included in the presentation. He would provide one new recommendation on spectrum management information exchanges between equipment manufacturers, loop owners and service providers for the Council’s approval, and he would give an update on the white paper “Remote Deployed DSL: Advantages, Challenges, and Solutions” targeted for the January Council meeting.

Mr. Eckert said that in August, 2000, the Focus Group had put forward four recommendations and two more in February 2001. Recommendation 1, covering “New Technology – Frequency Planning,” was revised in February, 2001. In connection with this, Mr. Eckert noted that the means of “FCC Endorsement” of Band Plan 998 is still unclear. With regard to recommendation 2,  “Ingress/Egress Issues - In-Premises Wireline Transmitters,” Mr. Eckert said the ITU-T is developing technical requirements for an isolation device. It is presumed that such technical requirements would be adopted by a US standards development organization.  He said he would report further on this at the next NRIC meeting. With regard to recommendation 3, “Equipment Registration - Application of Part 68 to xDSL TU-R,” formation of  ACTA is moving forward under ATIS and the TIA. The first meeting was May 2, 2001. Committee T1’s "Draft Proposed Technical Requirements for SHDSL Terminal Equipment to Prevent Harm to the Telephone Network," has been balloted and comments will be considered at the 11/5 T1E1 meeting.  Recommendation #4, “Intermediate TU Issues,” has been shown to have priority in T1E1 by the fact that nearly all of the contributions towards T1.417 Issue 2 are intended to help bring resolution to this issue.

Mr. Eckert said that no further progress had been made on recommendation 5, “Line Sharing Test Access.” With respect to recommendation 6,  “Intermediate TU Issues – Remote DSL,” a new recommendation had been developed by the Focus Group and it was partially approved by the Council in February. One  part of the originally proposed recommendation was remanded to the Focus Group for further consideration. 

Recommendation #7, “Exchange of spectrum management information between loop owners, service providers and equipment vendors,” was new and was being recommended to the Council. Mr. Eckert said that it was very important that the entire document be taken as a whole as the specific recommendations are very tightly interrelated. He pointed out that the Council members had had five weeks to study the proposal which was available on the web. 

Chairman Crowe asked if there were any comments. Mark Wegleitner of Verizon proposed an amendment of the recommendation to indicate that providers of information shall be entitled to recover costs incurred in providing the information. Chairman Crowe suggested that, since this was a late change, it might be best to wait to consider it at the next meeting. Art K. Reilly suggested that the focus group make it clear in referring to T1-417 what issue was being referred to. Mr. Eckert agreed.

With respect to the focus group’s white paper, Mr. Eckert said that, since no consensus on the language for Recommendation #6 could be attained, it was agreed that a white paper would be produced. He said the paper will describe, in a factual way, the many complexities of remote DSL deployment. The paper is not intended to provide conclusions or recommendations around the facts. It had been targeted for delivery by the present meeting. It was 95% complete but still needed some editing and responses to some outstanding comments on the draft text. The focus group expected delivery of the final version at the focus group 3 November 27-29, 2001 meetings. Mr. Eckert thanked those who had aided in the focus group’s efforts.

Chairman Crowe introduced Ross Callon for Focus Group 4. Mr. Callon said the purpose of Focus Group 4 is to provide recommendations to the Council that, when implemented, will facilitate and assure interoperability of public data networks. He said a meeting had been held on July 24, 2001 hosted by Cisco in San Jose. A September 13 meeting had been cancelled, but since the purpose of the cancelled meeting had been editing, the editing process was satisfactorily moved on-line. The group had worked on carrier interconnection, had cooperated with 2.A2, and had held testing discussions. The group had discussions on SP interconnection and peering at all meetings. The group had published a short statement encouraging service providers to publish their criteria for peering. Comments about the statement were discussed at the July meeting, and the issues were moved to an informational paper on interconnection, which had since been completed and distributed to Council members and is now ready for publication. Mr. Callon discussed the outline of the paper which included an overview, explanation of terminology, a discussion of basic data connectivity in the Internet, an overview of routing in the internet, an explanation of  asymmetric traffic load, a discussion of public versus private interconnection and service provider interconnection or peering. The paper also dealt with the quality of interconnections, performance and scalability, robustness and security and tools for measuring interconnections. The paper concludes with  a discussion of potential issues.

Mr. Callon said his group coordinated with focus group 2A2, in evaluating Best Practices for network reliability in data networks. He said focus group 4 intended to review interoperability Best Practices in the 2A2 final report

Mr. Callon said that focus group 4 has had multiple discussions on testing, that there was agreement among the group on the importance of testing and that there were many valid forms of testing and many organizations involved in testing, including vendors and service providers. However, the focus group is reluctant to endorse any particular testing body. He said the focus group proposed that future work of focus group 4 include a white paper on testing. 

Mr. Callon said the group next planned to meet on November 13 in San Jose, California. The meeting would be hosted by Cisco. The group intended to discuss possible future work and might consider final edits to the white paper on carrier interconnection

He said additional meetings depended upon NRIC re-chartering. He proposed to schedule meetings for the January through February and March through April time frames, in anticipation of ongoing work.

Focus group 4 planned to continue to encourage participation, publish an informational paper, coordinate with other focus groups as appropriate, and solicit input on ongoing tasks for focus group 4. With that, Mr. Callon concluded his presentation.

Chairman Crowe thanked him and reminded the Council that the next meeting of the Council was scheduled for January 4, 2002, where focus group 2B1 would deliver its report on voluntary outage reporting by non-wireline carriers and the final report of NRIC V would be discussed. He encouraged the Council members to make their contributions to funding the third party research efforts initiated by the Council. He asked the group also to forward any ideas they might have for future work by NRIC, especially since the rechartering of NRIC was currently being considered by the FCC.  He said a great deal of work had been completed by the focus groups and encouraged those who hadn’t completed their work to do so by the January 4 meeting. He said the NRIC had served for many years as a cross industry forum where carriers and vendors could come together to improve network reliability. He said their efforts had been shown to have greater importance by the events of September 11, and he encouraged the members to continue to cooperate as they had in the wake of that event. He said the NRIC embodied a kind of self regulatory model that should be continued and that depended on cooperation. He thanked everyone at the meeting. 

Kent Nilsson thanked focus group chairs and subchairs for their efforts in the September 11 disaster. He especially thanked P.J Aduscevicz, Rick Canady and Karl Rauscher for their outstanding  efforts.  He then adjourned the meeting.
















