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Network Rellability Council
lssue Statement

Description of Proposed Yvork

Tue tea— woriinz this issue shculc corsiZer e foilowing ot guzlly Zrocess 0 uInis
sicmzling menwork vilnerapiizy, 1cenily Z2jcl relianiliry issues anc ProCose STOCIEI STILLCIS.

1. Colizze: 2pprogriaze date Tom 2}l aveiiatle industv scurcss 1o detertmiTe a=d/or conitm

areas of greatest criticality and Iisk, and with the greztsst potental for signaling merwors
elizbiliry improvement.

Perform sufficient anmaiysis of :ae data to Csrarmine the root cause(s) of the prodiem(s).
Sub-analysis should incizde:

[N

« Design shericomings
« Alarms

o Alarm respense

« Procecures

« Training

» Docurnentation

o Tesung

Customer Education (Public servics agsrcies, users, etc.)

From the root cause analysis derermine an appropriate acton plan 10 reduce/eliminate the
possibility or severity of failures in high risk areas. Also comsider ways that recovery
procsdures may be implemented Tore quickly or eEiciently.

S))

4. Determine induswy "Best Practicss” for dealing with the root cause anelysis findings and
share this information with incdusty participants as soon 2s possible. Also consider
cost /benefi: tredeotfs of ibese "Best Practicss.” -

5. Develop a timeline and mewuwics to measure the eFectveness of the team's
recommmendations.

6. Corsider the following taczcs/iceas offered by the Steering Team as potential means to
adcress the findings of tae root cause analysis. These represent ideas fromm the Steering
Tearn witich we wazs: 10 stars. They may be accepied or rejected by the signaling neTworx
sysiez1s focus team.

A Improve Newwork Node Reiizbility
- Improvemeass in the protocol
- Improved testing of nodes (hardware and soiiware, and interoperability of nodes and
neIWOrks)
- Outage information sdaring among the indusry to help service provicerss
prevent,;/72act 10 evexss in their OWER networks.
B. Improve e robusess of whe CCS perwork amcnitecture implementations
- Assurs initi2! design aad ongoing mzintenance of lick diversity for inwra-company

(e.g. A-Link} an€ ¢ress catmier mrerccinest

.
(18]
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e e . Appendix 1
Nstwork Reiiability Council

lssue Statemant

Issue Title: Sigzziing Netwerk Sysiems Author: Gaov =anfier
Balicc-

Problem Statement/Issues to be Addressed

With the deveiccmen: and growing impizmezianoz of Co—=—oz Ctarns! Sigmaing (CCS)
networks, the reiability of ieisppcne services as sesz by the customers zas pacome neavily
dependen: upon tae relabiity of the CCS nerworks. Tae sigmaiing funcdion for basic call set-up
and I=zrelligenr Newwork (IN) secvices is now concszTared into 2 cOmmoR 2eTWOrk comiaining 2
s—all mumper of nocdes a=d Inks. Te reduce e coancss cl service inter—zouions, t2s CCS petwork
design contains mary leveic of protecucn against Izlivre =odas ranging S0 2rmor corTacuon and
rerramsmission it e oroteccl o redundzr noces and eks iz the archirscturs. Although servics
faflpras are unifkelv, no network is 27 safe and whern a majer Zaiiure of the CCS neswork coours it
has the potezzal 1o czuse lopg durzuon loss of teiepacns servics o 2 verv latge mumber of
telephone custorzess. Morsover, because the CCS petwork is highly distoursd across multpie
carTiers, a faflure iv one carmier’s network can adversely affec: anctasrs. Natona! servies
reliabiiity as well as individual cacrisr nerwork reliability neads 1o be assured

Areas of Concern & Problem Quantification
Following are the mazin a-sas of copcern:

A CCS node reliabiiizy - One data set over the last 18 months indicartes that STP toral sysie
downtime is approxircately 46 minutes/year (if we exclude the major outages of Juns and
July, 1991, the number falls to just over 6 minmes/vear) as comparsc :0 the Bellcors
objective of 3 minutes/year, About 60% of the downume is armibuted to sofrwars dasige
proplems. For SSPs, about helf of their downtime is ar=ibuted to procsdural errors. In
acditor, node and network interoperability probiems have besn observed.

B. CCS nerwork architecture, inra-company and cross-carrier - CCS nerwork architectural
design guidelines were developed so tha: the CCSN will continue 0 provids szrvice when
singie elemerrs {ail, and in many cases when multiple slements Z2il. A failure mode
arriputed to 2 common STP soitware fanit resulting in the spread of congester hes besn
ooserved in & incidears and czusing 5 mated ST pair outages in 1991, Based on these
incidenrs, the propability of 2 serious maied pair outage is estmarad o be abou: 3% per
vear (I we exclude the major outages of June anc July, 1952, the zu=ber fzils 10 0.04%) as
comparec 10 :he design opjecuve wiich is 2imost 2ero. Node isoiatons due w0 lack of
iplementarion or maintezance of link diversity have 2isc been observed anc may increase
1S Imporiancs with imerconnec:.

C.  CCS nerwork operarions, trouble deteczion and recovery including cross-carmer interacdions -
Bellcore data indicates tha: about 25% of single ST? ouzagss are lasting mors then one
hour, with the longes: beisg acour 9 houss. About 80% of ths mated cair STP puragss
lasted Jonger than 100 minuies.

D. The inabiliry ic efectiveiy mecosure e sc5pe @nd MIGS: OF nenvork owrcees it orsar 10 2
/ . -J . . - 4 - '. . - = - . .
izrger eorTective actions, anc D) measure long term wends o Deriormance. No ngusity

C=Bad 1A= macarmarse (= matmAl ¢ Aremaemeit: —eimitaRla
a—- e —30&- e .=~~- O. .-.—---UQ .5. CasTSally VAL,

Sigmaling Neswork Svsisms -l Sepremier 5, 1662
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Network Reliability Council
Issue Statement

failures - No Activity -

Es:ahiishmen: of 2 Mameaancs Clearing Eouse 0 assist in zerwerk "Chonge
Vanagemern:” azd held rasolve mincr CCS troubies ©o 2 rourne Ddasis. - NOF -

I=*ormazion Saaring oz Operational Proplems trzs Conzziturs to Nemwork Ourages. Issue

#1832
7 104
Imstisusion ¢f an Emergesncy Resporse Plan for cross-carmier coordizadon of rmaicr

nerwork resicration zcovites. - NOF - SS7 Emergency Communicatiors Issue #1208,

il

D. Devalopmemn of quantiazve metbods and parametars to measure the scope and impac: cf a

aerwork ouzage. - NOF - SS7 Nexwork Outage Measurement, Issue #162

Team Leader

Jorz Seazholrz - Bell Atlazric

Team Participants

Phil Binley - Pacific Bell

Rich Baseil - Belicors

Rick Harrison - NOF

Gene Phillip & Ken Bokeim - NCS
Charlene Greene - BellSouta

Kelly Gaylord - Belicors SCP Vendor
Jack Walters - MCI

Bob Hirsch - AT&T (NSD)

STP Vendors:

Mart Ryan - Ericsson
AlLoots - AT&T (NS)

ezer Budinhardjo & Bob Xeaedi - NT1
Jokn Bishof - DSC

Sepiamier 3. 1562
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Network Rellability Council’
Issue Statement

- Develop z=C implermernt 2ew network ascitectures thar as2 more robus:t 1o foiicres
(e.g.. 13«42 Mb/s Lnks wiiz protecion, siz=dasc level 2 & 35 oroteoeol for el
imisrcomzecting pamiies)

C. Improve CCS nemwork operzuons:
~ Skare Industry "Best Praczices” 10 prevent, ceizct and recover quickly o= zamwerk

faifivrest

- Establish 2 "Mainrezzace Clearing Houwse” to assist in network "Change
Managermeazt” znd help resoive —inor CCS woubies on a2 routize basis.

- Ipsuretion of a Emergency Response Plan for cross-carrier coordinaticn ¢f mzjor
netwerk restorztion acuvies.

D. Deveiopraen: of quadiiiative methods anc parameters (o measure the scope o=t
ITpac: of 2 nerwork cuiags.

Confidenral Infcrmarion

Arrangements Dust be established 1o protect confidertial and proprietary informadon 2nd
10 insure that any such information is included in reperts only on an aggrsgate masked
basis,

As indicated in the following section on Existing Work Efforts, there is 2 great deal of work being
done by various indusiry groups to address the CCS/SS7 concarns. The committes established 10
address these issues sbould work closely with, and take acdvaniage of, the exsting indusTy
infrasiructure to solve these issues.

+ = Major new activity that needs national attention.

Existing Work Efforts
\

A number of existing eZorts on critical CCS issues are carreztly in progress and must be srrongly
encouraged and aggressively brougiu o closure.

A Improve Network Node Reliability

= Protocol improvements - ECSA T1S1 & CCITT SG X1 - Various SS7 Protocol Issues

- Improved Testng of Nodes anc Nerworks - Nerwork Operations Forum (NOF) -
Intermerwork Interoperability Test Plans (ITTP), Testng Informatvion Exciange Issve #
141, and Hardware/Software Validation Issues 139 & 141, :

= Ourage informmarion sharing amorg the icdusty 0 Selp service providers prevent/rsact to
eveats in their owz nerworks. NOF - CCS Outage Information Exchangse, Issue 1:5;
CCITT SG XI Intersational Outags Reporting.

B. Improve the robustess of CCS Nerwork Architscture - T1S13 & CCITT SG XI =ave
defined the original CCSN arcitecturs; NOF - Signaliag Nerwork Architecture, Issue #146
(In the procsss of being forwarded 10 :ae ICCF) and T1A1.2 - Gezeral Nerwork Survivasiity

 Tachmiques

C. Ixzprove CCS nerwork operazions:

- Skare IzCustry "Best Practicss” 10 prevenr, deizct and recovery cuicklv from meswerk

Sigzalizg Network Svstams

(P}
.

Seotember 3, 1562
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’P.ec:vnry Agaents;:

L. CESCAIFTICN CF SERVICE FAILURE: Descnze in cemmil

Ne ncicen? INGUCING 3 ChICHRTICSICAl ceschston Sf events:

(3) isacing 1 the cumge: (b) sunng recovery scivities; (C; in resconse 10 any remamning servica stiesss iollowing mitial recavery. Scecty all
recovery aclens intiared on or Sy the svstem. (Aca glacnments if necessary.)

Services Atleciec:  inTa (ATA Swrucn-0-Switcn calls.

“cll catls 1 IEC

‘nra-switc ‘lecai) calls 8C0 Service =ails

! CLASS catls

Altermawm Ziline Servicas

Coerzizr Sennce cails Callular =ais

each cause of ‘aiure. Refer = e =gtecones A Mrcucr N lisies

. CAUSES CF FAILURE: Descnca e Major anc Secsrzary (it acsrsonate) cause cf me

SURGE ANC siale e Cutage curaten fesuItng s
SOI0wW aNc Cn. he reverse (Cr UICenes Cn ‘aljure cassilicaten.
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QUESTIONNAIRE 11: SYSTEM FAILUSRE ANALYSIS REPO=T

‘continuesd)

23 SONTRIBUTING FACTCAS Check tne asorschate sox(es) sl tacwrs (if amy) thal sThTiTuesS 1T Sr prTiCngec e S.idge

Worx Srrer - Coaratenai _ Reservec !
T werk Error - Catz Entry ~ Reservec ;
~ Worx Error - Harcwara _ Carsral Corirs! Unit |
_ Decumantaten Errer _ Swicrung Fasric Unit ‘
~ Fix Availabie - Nct Acoliec ~ Pericreral Cerurel Uit :
_ Reccvery Actien - Ssczalatec _ Limk/Trurk Lnd ‘
_ Detecuve Paten _SS7Unm l
_ Reservec _ Cigex Unit l
_ Insutficient Da:a _ Datapase Errer - Dyramic ;
_ Rarrotits _ Daiaoase Zrwer - Static .
_ Hargware Growtn _ Data Syncrronizaticn

_ Software Acrminisiraticn _ Poutin Exercise (REX)

_ Firmware Acminisiratcn
_ Diversity Preblem :

24, OUTAGE CLASSIFICATION (Emar ine gpcreonate ietier in ine zox — & 22ove for ciassiicauIns.,

25. SFAC Chair-perscn Name 27. Teigoncne Number 26. Anaiysis Clesure Date
( ) - / /

28. Rovcommondatlo.ns and plans for corrective or preventive actions: State the recommencatcns and plans ter
correciive ar preventive acuions, inciuding ume taole, any plans, csmmitments, cr recammencations :o: (38) praven: iuture
ccaurrencas; {b) lessen the impact of tuture cccurrences, (¢} sceec raccvery in future cccurrences; Cf (¢) cirerwisa improve the
oertormancs of the svstem. {Acd attachmerzs f necessarv.)
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Appendix 5

SCC Fieid Technicians and Cortol & Analysis Respensinpie for £7
Vencer Course Name /1D Lengh Taiteon Suitezse LceaZon
S/NC CCS/S57 Nerwerk : Cay i Yes Lakawced
Cverview 3228 A.Va.ﬁsme through Self Directed Leaming Canzer
7 videg.
SS7 Protoeal 4 Cays Yes Laksweed

Anzlysis 3216

ICRTEC CCs/Netwerk Crer 2 Weeks Yes isle, I
& Maintenances
CC=/NCRM

LS Protecoi Coneepts L S Days Yes Lakewced
3217
ATET Data Cem = Ino Viceo Availacie Orn-site
‘o Darz Concents oy Reguest
UC4113
Datz Com I: Ntwk - 4 Cays Yes: Variabie
Camrenents &
Technicai Asvecs
UC4iis
Tekeiec  MCTS 1 Day Yes Variabie
Z@asen AXESTP 3MO 3 Days Yes Texas
1230
AXEST? Maint i2 Days No Texas

1280
AXEICC Main: 5 Cays No Texzas

AXE Advanced 10 Days No Texas
Ia.ware zint fer



SCC Field Technicians and Contrai & Analysis Responsitle far ST? Cont

Venccr Ccurse Name/ D Lengih Tuidon SuitcEse  Locaten
Zrigsson  AXZ SIT Z Days Yes Texas
Surveillancz
202
JEC &P (VAX) Derencent on SC reiccation to CO. Training requirements

will be identified in and SC2 reiccaticn plan. There are no current plans for this
dirough 1593.

S EDN-Comrrehensive 3 Days Yes Lakewocd
Overview 3Zi€

ICRTEC CLASE Servicss

(€Y ]
v
‘8
v
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INFORMATION SHARING

1. INTRODUCTION
1.1 PURPOSE OF THIS DOCUMENT

This document is intended to provide the appropriate guidance to facilitate the sharing of information. It
identifies types of information which may be shared, the circumstances under which it should be shared, the
extent to which sharing is appropriate, and the mechanisms and timing for that sharing. It represents industry
consensus arrived at with the full participation of members of the Network Operations Forum which consists of
Access Service Providers, Access Service Customers and Vendor/Manufacturers.

1.2 APPLICABILITY

This document is intended to be a living document, therefore subject to revision and upgrading under the
Carrier Liaison Committee guidelines.

This document does not replace or supersede amy existing Contracts, Tariffs or any other legally binding
documents.

13 DEFINITION

For the purposes of this document the term Service Provider is used to indicate both Access Service Providers
(ASP) and Access Service Customers(ASC).

1.4 DOCUMENT ORGANIZATION

The remainder of this document is organized into the following sections:
- Purpose of Information Sharing
- Basic premises
- Criteria
- Operating principles
- Scope
- Service Provider responsibilities
- Vendor/Manufacturer responsibilities
- Information to be shared
- Modes of communication(s)

1.5 PURPOSE OF INFORMATION SHARING

THE PURPOSE OF INFORMATION SHARING AS DESCRIBED IN THIS DOCUMENT 1S TO
ENABLE ALL SERVICE PROVIDERS AND VENDOR/MANUFACTURERS TO UTILIZE
INFORMATION UNCOVERED BY OTHER SERVICE PROVIDERS AND/OR
VENDOR/MANUFACTURERS THROUGH THE TESTING, VALIDATION AND APPLICATION OF
SOFTWARE, HARDWARE, AND DOCUMENTATION; PROCEDURAL ISSUES; AND
CONFORMANCE TO AGREED UPON STANDARDS IN ORDER TO:

1.) MINIMIZE THE POSSIBILITY OF MAJOR OUTAGES AND SERVICE INTERRUPTIONS THAT
CAN AFFECT OUR COLLECTIVE CUSTOMERS’ SERVICE,

Page -1 - VIl
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4.4 Implementation of these guidelines represents a cooperative effort on the part of industry participants to
assure the reliability of the interconnected telecommunications networks. It may occur that in the interest of
promoting network reliability, parties may exchange information about their nctworks/products that could be
used in a negative fashion against that companies image, products or network. Use of such information for
purposes of securing a competitive advantage is contrary to the spirit and intent of these guidelines. Misuse of
information provided under these guidelines may jeopardize subsequent information exchange.

5.SCOPE

5.1 The scope of this Document includes the exchange of information between the following parties:

- A Vendor/Manufacturer and its Customer(s)
- A Vendor/Manufacturer and its Customer and that Customer’s interconnected

Service Providers
- Vendors/Manufacturers

- Access Service Providers
- Access Service Providers and Access Service Customers

5.2 The exchange of information between the following parties is explicitly outside the scope of this Document:

- Access Service Customers/Providers and the FCC
- Bellcore Client Companies (BCCs) and Belicore
- Access Service Customers

53 This Document is intended both to supplement existing practices and to establish new practices for
information exchange.

The following list is intended to represeant a complete list of sources of information for sharing. The identified
sources include:

- Service Provider Stand alone Testing environment

- Compatibility testing berween Service Providers

- Service Provider daily operations

- Service Provider outage reports and analysis

. Service Provider and/or Vendor/Manufacturer documentation

- Vendor/Manufacturer developmeat testing

- Vendor/Manufacturer trouble information reports and analysis

- Vendor/Manufacturer trouble resolution reports

- Observed ambiguities or differences in requirements interpretations

6. SERVICE PROVIDER RESPONSIBILITIES

This section describes the responsibilities of Access Service Providers and Access Service Customers in the area
of information exchange.

Service Provider sharing of information is subject to the “General Operating Principles” described in Section 4
of this Document.

Page -3 - VII
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6.1 SERVICE PROVIDER STAND ALONE TESTING ENVIRONMENT

Any testing results obtained by the Service Provider that identify defects or potential defects with a
Vendor/Manufacturer product should be communicated to the Vendor/Manufacturer within 1 business day of
the completion of testing analysis.

Where conformance to accepted industry standards is in question the Service Provider should inform/consult
with their Vendor/Manufacturer within 1 business day of such a determination.

6.2 COMPATIBILITY TESTING BETWEEN SERVICE PROVIDERS

Where compatibiliry testing between interconnected Service Providers ideatifies an incompatibility or problem
due for example to trapslations, differences in sofrware releases, software changes, network architecture,
and/or differences in requirements interpretations between Vendor/Manufacturer products, they should work
individually or cooperatively to ascertain the cause of the problem. Once identified they should initiate
information sharing to potentially affected Carriers/Vendor/Manufacturers as per these guidelines.

6.3 SERVICE PROVIDER DAILY OPERATION

Any problems encountered during the normal course of day-to-day operations that are identified as resulting in
whole or part from problem(s) with the Vendor/Manufacturer’s product should be communicated to the
Vendor/Manufacturer within 1 business day of such a determination.

The information to be shared is described in Section 9.

Any problems encountered during the normal course of day-to-day operations that are identified as resulting
from problem(s) other than with a Vendor/Manufacturer product and that have the potential to cause loss of
service or compromise in the reliability, capacity, or performance in an interconnected network should be
communicated by the identifying Service Provider to poteatially affected Service Provider(s) within 1 business
day of such a determination. '

6.4 DOCUMENTATION
When the utilization of Standards or Methods and Procedures identifies a problem with Service Provider
and/or Vendor/Manufacturer documentation that could result in the loss of service or compromise in the

reliability, capacity, or performance of the network, this problem should be reported to the issuing company
within 1 business day.

The company that issued the methods and procedures should evaluate the identified problem and initiate a
correction. The correction should be provided to all known users of the affected documentation.

7. VENDOR/MANUFACTURER RESPONSIBILITIES
This section describes the respoasibilities of the Vendor/manufacturer in the area of information exchange.

Vendor/Manufacturer sharing of information is subject to the *Operating Principles™ described in Section 4 of
this Document.

Page -4 - V11
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The information to be shared is described in Section 8.
7.5 DIFFERENCES IN SPECIFICATIONS INTERPRETATION

Where industry standards are perceived to be ambiguous or flawed, and are believed to have the potential to
cause loss of service, compromise in the reliability, capacity, or performance in the network of a Customer(s)
the Vendor/Manufacturer implementing such standards should inform their Customer(s) in writing of their
interpretation and their concerns. The affected Vendors/Manufactures and or Service Providers should address
the issue with the appropriate standards bodies.

8. INFORMATION TO BE SHARED VENDOR/MANUFACTURER TO CUSTOMER
The following information should be provided by Vendors/Manufacturers to their Customers {per sect 7.1):

Background: Introductory information on how the problem was
identified and under what circumstances.

Problem: Technical description of the problem.

Service Impact: The actual or potential impact to service
that the problem poses.

Products/Generics Affected: A list of the products and
generics/ releases that are affected by the problem.

Interim Solution: When available, a description of how to
recover the node or prevent the problem from occurring
should be provided until a long-term solution is
available.

Contact: A single point of contact through whom the
Customer can communicate regarding the problem for
clarification, and/or request additional information.

Resolution: A Customer view of what is being done to
resolve the problem and when a solution might be
generally available. This will probably not be
available on initial notification, but will require
subsequent updates to the Customer.

9. INFORMATION TO BE SHARED CUSTOMER TO VENDOR/MANUFACTURER

Customers should report to their Vendor/Manufacturers all known problem(s) and/or potential probiem(s)
associated with the Vendor/Manufacturer’'s product(s) based on agreemeats between the parties. For this
information sharing purpose the Vendor/Manufacturers products include bardware, software, firmware and

documentation.

The information provided is dependent on the nature of the problem. As such, not all of the items listed below
may be applicable. The information provided for the problem or potential probiem should/could include the

following:
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Established communication ch
channels should be driven by the a.

Date: Date problem was encountered.
Time: Time problem was encountered.

Product: Specify which of the Vendor/Manufacturer’s product(s)
are involved.

Priority: Severity of problem

Problem Description: Complete description of the problem.
Affected Sites: Location/Site identification.

Services Impacted: Identify services impacted (c.g. 800)

Customer Impact: Describe end user and/or service provider
impact (e.g. blocked calls).

Actions Taken: Describe work around as applicable.

Office Print outs: Maintenance terminal output or equivalent
1 hour prior to and 2 hours after the event or as requested.

Product Version: Identify version of product(s) (e.g. software
release level and patch level).

Product Logs: Maintenance/error logs and measurements as
specified in advance or as requested.

Protocol data: If applicable
Hardware: Provide suspected bardware information as requested.

Contact: Service providers point of contact and phone pumber
for issue resolution.

The timing of the sharing of this information is specified in section 6 of this docu

10. MODES OF COMMUNICATION

Two modes of communication are recommended:

- Proactive notification
- Vendor/Manufacturer Electronic Message System
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10.1 PROACTIVE NOTIFICATION MODE

Io this communication mode the Vendor/Manufacturer or Service Provider should notify its Customers,
interconnected Service Providers and or Vendor/Manufacturer(s) in accordance with the timing requirements

defined in Section 6 or 7.

This mode of communication should be used either when there is imminent danger of an outage or significant
impact known for the reliability, capacity or performance of network operation. When possible, it is desirable
that the notification refer to additional related information (c.g., related trouble reports).

102 VENDOR/MANUFACTURER ELECTRONIC MESSAGE SYSTEM MODE
This mode of communication is applicable between Vendor/Manufacturers and their Customers.

In the Vendor/Manufacturers Electronic Message System communication mode, the Customer has the ability
to receive /retrieve, prioritized trouble report information. How this communication mode is provided should be
determined as part of the Vendor/Manufacturer Customer relationship. Examples include

Vendor/Manufacturer systems and paper records.

11. FACILITY OUTAGE REPORTING GUIDELINES

"It is recommended that companies that are directly interconnected should establish procedures, where they
currently do not exist, for notification and information exchange in the event a facility outage (cabie, fiber,
microwave) occurs that directly impacts the other company.

It is recommended that the following information be exchanged upon notification of an outage to the directly
interconnected company. This information should be exchanged upon detection of the outage or as soon as

possible.

DATE AND TIME OF OUTAGE
LOCATION

CAUSE IF KNOWN

ESTIMATED RESTORATION

CONTACT NAME AND NUMBER

TYPE OF FACILITY OUTAGE (IF KNOWN)

Guidelines should be established to define minimum levels or thresholds for outage reporting. Minimum level
recommendations:

-~ >30,000 customers or
- >90,000 blocked calls

It is also recommended that when service is restored, notification be provided to the companies impacted. The
potification should be provided upon restoral of service. This notification should include the following

information:
-~ TIME OF RESTORATION

-~ CAUSE
— TEMPORARY SOLUTION OR PERMANENT FIX

Page -8 - VII
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Cheex Lis: Page: 2 of 2
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7. Fiber Optie Tezzinals and
Multiolexers
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pultiplex egquipment.

8. Tes: Access Equipment
Not all of a particuIa:
ccs link type should

transverse a single test
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9. Analog/Digital Radio
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ccs link should traverse
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radio.
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TIMING/SYNCHRONIZATION EQUIPMENT:

LOCATION: cLLL EQPT TYPE:
LATAVAREA:

1. SETARATE A AND S SATTERY FEEDS (-48VDC) TO SACH MASTER AND
SLAVE SHEL®?

A AND B SATTERY FSZDS DIVERSELY ROUTZD FROM THE BOFD 7C
THE BITS AND SECCNDARY CLOCKS?

N}

3. TWO SEPARATE AND DIVERSE DSt INPUT SYNCHRONIZATION SIGNALS?

4. DVERSE CABLING FROM BITS CLOCK TO SECONDARY CLOCKS WITH
EACH FEED TAKEN FROM DIFFERENT DS1 OR COMPOSITE OUTPUT
CARD?

§. BITS AND SECONDARY CLOCKS EQUIFPED WITH AUTCMATIC
SWITCHING OF THE OUTOUT CARDS (DS1 AND COMPOSITE CLOCK
OUTPUT CARDS)?

5. TIMING FEED TO SACH CCS UINK FROM DIFFERENT OUTPUT CARD ON
THE BITS OR SECONDARY CLOCKS?
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8. REMOTE ALARMS WIRED TC TELEMETRY DEVICE?

REMARKS AND RECOMMENDATICNS:
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FIBER OPTIC TERMINAL OR MULTIPLEXER EQPT -

OTHER EQUIPHENT =

REMARXS AND RTCOMMENDATICNS:
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CCS Link Interconnectivity

Physical Link diversity is ach:eved first in the provisioning process and then maintained
by operauonal procedures.

1) Provisioning

The provisioning process should take into account facility routing and equipment assignments such as:

Cable routing

Separate Equipment
Powering and Fusing
Building Entrance locations
Distribution Frames
Equipment Cable Racks

Nailed Up Connecuons. ¢.g. Digial Cross Connect Equipment

2) Maintenance

In order 10 maintain link diversity. operational procedures should address the following link set
maintenance considerations.
Notification of Control ceniers (IC/EC)
Determination of the status of all links in the combined link set
Expeditious rctum of the impaired link to service

Once diversity is designed into a combined link set, the IC/EC shouid ensure that the diversity is
maintained:
Diversity on all link sets should be routinely confirmed
Whenever maintenance or circuit order activity occurs on a link. or a failed link is restored.
diversity on the combined link set should be confurmed.
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Diversity Requirements for CCS7 Nerwork Interconnect

The information below is based upor, and largely exmrac:ed from the Nerwork Operations
Forum (NOF) - Installation & Maintenance Responsibilities - SS7 Link and Trunk
installation & Maintenancs - Access Servicss. AT&T believes that these
recommendations represent the minimum requirements for SS7-NI Link Diversity.

General

CCS/SST route diversity, which assumes a nerwork arcitecture that £acompasses
interconnecting mated STPs, is defined as signaling link sets that are on physically and
electrically separate routes.

Such diversity, which dictates that link sets share 3o common resourcss (e.g~ clecTomnic
squipment) and are physically separated should eliminatc common cause failures; that is,
single failures that disable more than one link set.

In geaeral, n-way diversity berween two nerworks connected by multiple link sets means
that no instance of (n-1) or less simuitaneous failures will cause there to be an absencs of
link sets between the two nerworks.

Specific Criteria

The following are recommended criteria for nterconnecting link diversiry:
An architecture with EC STPs connecied to IC STPs requires interoffics and
intracffice thres-way physical diversity of facilities which comprise 2 CCS D-link
quad.

An architecture with EC STPs connected to IC SPs reguires interoffice and
intracifics two-way physical divessity of CCS link facilities.

Three-way physical diversity berwesa EC STPs and IC STPs means that for a given D-
Link quad, 0o rwo simuitaneous Zailures shouid disable all thres physically diverse link sets
berweea EC STPs and IC STPs associated with that quad.

Two-way physical diversity bezweea EC STPs and IC SPs means that no singie failure
snouid disabie both poysically diverse link sets berwesa the EC STP and the IC SP.
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Intra-Office Equipment Specific Diversity

Intra-Office Link Path

Each inua-office link path must nave a physically separate route (minimum 6 feet apart). In locauons
where the 6 foot guideline is not possible. it is accepuable for different paths to cross at nght angies. but
they must be at different cabie rack levels. ltis acceptable for two paths to follow one route. but ons of the
paths MUST be in a raceway (separate conduit).

Links may be physically separated by ste<l conduits where a single niser 2xists between floors.

Power

Under no circumstances arc any of the components of one link path 1o sharc power sources with
components of another path. The preierred configuration would have sach link path fused on separate
Batery Distribution Fuse Bays (BDFB). each at least six feet apart. fed from separate power plants. If this
configuration is not possible the next configuration of choice would be separate BDFBs. ied from the same
power plant. The minimal configuraton would utilize a single BDFB, same power plant. using different
loads. The minimal configuration is not recommended for NI. unless it is the only available opton. This
means the cquipment cannot share a common fuse of a common Load (A or B) from a single BDFB.
However. powering all the componcnts of one path from Load A and all the gomponents of another path

" from Load B of a singic BDFB is accepuable, if this is the only available coafiguration.

DCS

If DCS or DCS equivalent equipment is utilized. each path will have a separate DCS frame associated with
it connected 1o the other DCS frames only by Inter-DCS T1Es. These T1Es are hard- wired facilities from
one digroup of one DCS frame. 10 one digroup of another frame. This arrangement is necessary for the
connectivity of links and 1o attain diversity.

D4 Banks

If D& Channel Banks. or their equivalent. are utilized. the D4 Channel Banks of each path are to be located
in separate frames. A D4 Channel Bank terminates two DS-1s and shares common equipment circuit packs.
power supplies and extracts and regenerates synchronization from the DCS digroup connected to only one

of the D4 digroups. Due to this shared arrangement and synchronization scheme. both the "A” and "B”
digroups of a single bank may be used for CCS7 service. with the provision that they be incorporated within
the same path.

Digital Muitiplex Equipment

On the DDM1000. the link paths shall terminate on separate DDM1000 bays. Power feeds for the
DDM 1000 bays should aiso he assigned separate routes and loads on the BDFB in accordance with the load
patterns on the other equipment on the link path.



Attachment B

Network Channel Office Equipment (NCOE) or Extended Super Frame (ESF)

On the NCOE. or squivalent the link paths shall terminate on separate NCOE sheives. Power feeds for the
NCOE sheives should also he assigned separate routes and loads on the BDFB in accordance with the load
patemns on the other quipment on the link path.

Automatic Bit Access Test Set - Digital Service Access Unit (ABATS-DSAU)

On the ABATS or equivalent type of Link Access Test equipment. the link paths shall terminate on separate
ABATS shelves. Power fezds for the ABATS shelves should also be assigned separate routes and loads on
the BDFB in accordance with the icad patterns on the other equipment on the link path.

The Digual Test Aczess Unit (DTAU) manufacrured by Hekimian Laboratones. Inc. (HLI) is an acceptabie
substitute for the ABATS-DSAL. All guidelines that apply to ABATS-DSAUs will also apply 10 the
HLI-DTAUs.

Synchronization

The BCC CCS nstworks zonsist of digital switching and digital transmission systems that require
synchronization to prevent ransmission impairments. When the digital switching and ransmission systems
of BCC and other CCS nerworks are interconnected by digital facilities, some means of synchronizing clock
rates is required.

The synchronization of BCC CCS networks and other CCS networks to achieve cstablished performance
objectives requires the application of "The Digital Synchronization Network Plan" described in Technical
Advisory TA-NPL-000436. Issue 1. November, 1986. ‘

This plan calls for the establishment of a single master timing supply per administrative building (i.e..
Building Integrated Timing Supply or BITS). A BITS distributes all DS1 and DSO timing required by other
clocks within that building. The timing for BITS in BCC and other synchronization networks which supply
clocking for CCS Networks is traceable to a Primary Reference Source (PRS) as described in ANSI
standard T1.101-1987.
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Inter-Office Diversity Requirements

Buried Facility Depth Requirements

The minimum cable depth is 48 inches excspt if buried in rock. If buried in Ledge Rock. the mimimum
cable depth without steel pipe protection is 36 inches (it is assumed that ledge rock is encountered at 30
inches or less below the surface. Cable must be at least 6 inches deep into ledge rock to eliminate the need
for sieel pipe protecuion). The minimum cable depth in rock is 2¢ inches. Steel pipe protecuon is required
when cable is placed betwesn 24-36 inches below the ground surface in the ledge rock. The minimum
depth for multipie duct conduit with manhole access 1s 36 inches to the top duct.

Cable Intersections

One cable must cross ar a minimum depth of two fest beiow the other. One of the cables must be placed in
steel pipe at least 10 feet in length.
Major River Crossings

Requirement for diverse Right of Way dictates separate river crossings. If two separate crossings do not
exist. the minimum diversity requirement dictates that one of the cables must occupy its own steel pipe duct

with 2 minimum 3 foot scparation from the other cable. Armored submarine crossings must be at least 15
feet apart.

Terminal Entrances

To be considered diverse. one of the cables entering a terminal building must have steel pipe protection
and maximum possibic physical separation. if a common building entance is used. Separation must be at
ieast 12 inches. Steel pipe protection must extend from within the building entrance vault to the point of
divergence of the diverse routes. not w exceed one-half mile.

Buried Cable

To be considered diverse. two digital cables cannot share the same Right of Way. no exceptions. Cables
son scparate paralleling Right of Ways must be at least 100 feet apart. to be considered diverse.

Underground Cable (multiple duct conduit system with Manhole Access)
To be considered diverse. two cabies cannot share the same conduit system .
Repeater Huts

To be considercd diverse. two cables cannot share the same hut structure.



ABATS
ABATS-DSAU
ANSI

BCC

BDFB
BITS

CCS

CCcs?
DACS

DCS
DDM1000
EC

ESF
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HLI-DTAU

IC

GLOSSARY

Automatic Bit Access Test Set

Automatc Bit Access Test Set-Digital Service Access Unit

American Nation Standards Insurtute
Belicore Client Company

Bauery Distribution Fuse Bay
Building Integrated Timing Supply
Common Channe! Signaling
Common Channel Signaling 7

Digital Access Cross Connect System
Digital Cross Connect System

Digital Multiplex 1000

Exchange Company

Extended Superframe Format
Hekimian Laboratories, Inc.
Hekimian Laboratories, Inc.-Digital Test Access Unit

Interexchange Carrier
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NCOE
NI
PRS
SP
S§7

STP

Network Channel Office Equipment
Network Interconnect

Primary Reference Source
Signaling Point

Signaling System 7

Signal Transfer Point
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1. INTRODUCTION

1.1 BACKGROUND

1.1.01 Overview

This NYNEX FLASH describes the actions which must take place in a2 STP (Signal
Transfer Point) building and other locations deemed essential when the STP's mate goes
out of service. Its purpose is to suspend all work activities in the mated STP building
and other essential sites until the original STP is restored to service. These procedyres
are designed to prevent mated STP pair outages. This FLASH is considered a disaster
prevention procedure and is closely associated to techniques described in the NYNEX
SS7 Disaster Recovery M&Ps, document NX 256-010-903. Therefore, this FLASH will
be incorporated into the next issue of the NX 256-010-303 document.

1.1.02 Reasons For Reissue

Whenever this FLASH is reissued, the reasons for reissue will be stated in this
paragraph.

1.1.03 Disaster Recovery

The procedures contained in this FLASH are related to the SS7 Disaster Recovery
M&Ps because the failure of a single STP in the NYNEX CCSN (Common Channel
Signaling Nerwork) is considered a severe crisis. As a result, the escalation and trouble
referral procedures as outlined in the SS7 Disaster Recovery document should be
followed.

1.2 DEFINITIONS AND WORK CENTERS

1.2.01 Overview

This document contains new terms that have 1o date not been used in the CCS (Common
Channel Signaling) environment. As a result, these terms are defined in this section.
Also, the work centers mentioned in this document are described in this section.

1.2.02 Definitions

CONDITION RED A network condition in which a single STP has failed and
the appropriate SCC organization has notified the proper
work entities to have certain work suspended immediately.

CONDITION GREEN A network condition in which a previously failed STP has
completely recovered and is in the stable state; and the
appropriate SCC organization has notified the proper work
entities to allow previously suspended work to commence.

ESSENTIAL EQUIP. Equipment defined by the SCC as essential to the health of
the STP.

1.2.03 Work Centers

WORKING SCC The SCC supporting the working STP (the mate has
failed). In many cases in NYNEX the same SCC supports
both STP sites.

SEAC The NYT Signaling Engineering and Administration
Center.
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DEFINITIONS AND WORK CENTERS (CONT'D)

SNSC The Signaling Network Support Center in NET.

NMC The Network Management Center. One exists in NYT and
in NET.

NSC The Network Service Center. One exists in NYT and in
NET.

NSMAC The Network Surveillance Management and Analysis
Center in NYT. This center includes the SEAC, NMC,
NSC, etc.

2. COMMON PROCEDURES

2.1 GENERAL RESPONSIBILITIES AND FORMS
2.1.01 Inmroduction

This section describes the roles and responsibilities for implementing the condition red
and condition green procedures.

2.1.02 Vision of Failure

When an STP in the NYNEX CCSN goes out of service, the following organizations
should be aware of the failure via their maintenance and surveillance operational support
systems:

In NYT: SEAC (Signaling Engineering and Administration Center)
NMC (Network Management Center)
SS7SCC (Signaling System 7 Switching Control Center)
SCC for STP and Mate

In NET: SNSC (Signaling Network Support Center)
NMC
SCC jor STP and Mate

2.1.03 Condition RED Requirement

When an STP in the NYNEX CCSN goes out of service, all appropriate work (as
defined in this FLASH) in the mate STP's building must immediately be suspended.
Furthermore, all work in those non-collocated (not located in the STP building) twl!
locations deemed essential to the "health® of the STP must also immediately be
suspended.

2.1.04 Essential Equipment

Page 4

Each rurf SCC must identify those toll locations not in the STP building which are
essential to the health of the working STP. An emergency contact number for that
location should be obtained by the trf SCC and placed on the CONDITION
RED/GREEN Form explained later in this document. This would ensure the suspension
of toll work in those facilities when a condition red is declared.



GENERAL RESPONSIBILITIES AND FORMS (CONT'D)

An 2xample of such a location would be a site housing a Digital Cross Connect System
(DCS) thar contains a large percentage of links which terminate at the STP site. If the
DCS contains =nough links to cause the STP problems if it (the DCS) were to fail while
the mate STP was already out of service, the DCS should be deemed essential by the wrtf
SCC and considered part of the condition red procedures.

2.1.05 NSMAC (New York Telephone) Responsibilities

When a single STP goes out of service in the NYT area, the NSMAC (Network
Surveillance Management and Analysis Center) in NYT is responsible for notifying the
SCC supporting the remaining working STP and declaring a condition red.

Under certain failure conditions, (i.e. the SCC supports both the working and failed STP
sites), the NSMAC may have to place a second call (after calling the SCC) to the first
level or AOM (Area Operations Manager) of the SCC to request they perform the call
outs 10 the other appropriate organizations. The NSMAC is pot responsible for
notifying each of the organizations listed on the CONDITION RED/GREEN Form to0
indicate that a condition red is in effect. This is the SCC's responsibility.

When the STP has recovered and is in a stable condition, the NSMAC is responsible for
declaring a condition green by notifying the same SCC contact as used to declare a
condition red.

Given SCC input, the NSMAC should maintain a list of the SCC telephone numbers (for
normal and out of hours) used when declaring a condition red.

2.1.06 NSC (New England Telephone) Responsibilities

When a single STP goes out of service in the NET area, the NSC (Network Surveillance
Center) in NET is responsible for notifying the SCC supporting the remaining working
STP and declaring 2 condition red.

Under certain failure conditions, (i.e. the SCC supports both the working and failed STP
sites), the NSC may have 1o place a second call (after calling the SCC) 1o the first level
or AOM (Area Operations Manager) of the SCC to request they perform the call outs to
the other appropriate organizations. The NSC is not responsible for notifying each of
the organizations listed on the CONDITION RED/GREEN Form 10 indicate that a
condition red is in effect. This is the SCC's responsibility.

When the STP has recovered and is in a stable condition, the NSC is responsible for
declaring a condition green by notifying the same SCC contact as used to declare a
condition red.

Given SCC input, the NSC should maintain a list of the SCC telephone numbers (for
normal and out of hours) used when declaring a condition red.
2.1.07 Notification Communication

The NYNEX Emergency Communications Network (the upgraded MF Corporate
Communications Network), the NYT Disaster Communications Network or radio
technology (where deployed), should be utilized by the Tier Il organizarions to declare a
condition red if communication via the NYNEX CCSN is blocked.
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GENERAL RESPONSIBILITIES AND FORMS (CONT'D)

2.1.08 SCC Responsibilities

The SCC responsible for the maintenance and monitoring of the f3iled STP must
recognize this situation as a severe crisis and follow the escalation procedures in
NYNEX practice NX 256-010-905. Normal SCC notification to iocal management
should take place.

The SCC responsible for the working STP (may be the same one as mentioned above)
should expect a call from the proper Tier 1l organization, declaring a condition
red/green.

The SCCs are responsible for ¢reating and maintaining the required contacts on the
CONDITION RED/GREEN Forms, listing these contact telephone numbers on these
forms, and ensuring these forms are readily available to all SCC personnel.

The SCCs, once contacted by the Tier II center, are responsible for contacting the
organizations listed on the form and having all work suspended or resumed, depending
upon the condition declared. Copies of these forms should be retained at the home
locations of the first and second leve!l management supporting the SCC in the event they
are called at home from the Tier II organization and requested to perform the call outs
from their home. '

If the contact telephone number of the SCC changes, the SCC is responsible for
notifying the Tier II center of the change in writing, to ensure the SCC numbers are
accurately maintained at the Tier II center.

2.1.09 Form CONDITION RED/GREEN

For reproduction purposes, the CONDITION RED/GREEN Form is found in exhibit A.
For each of the work areas shown on the form (Power, Frame, etc.), a work suspension
or clearance should be given depending upon the condition. '

2.2 DETAILED REQUIREMENTS
2.2.01 Introduction

2.2.02 Intention
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This section contains the details of the differeat functional work areas mentioned on the
CONDITION RED/GREEN Form, found in exhibit A. Its purpose is w0 provide the
reader with a greater understanding of the intent behind the condition red procedures and
to clarify those areas requiring a work suspension.

The condition red work suspension procedure mentioned in this practice is intended to
prevent the accidental simultaneous isolation of a mated STP pair. As NYNEX's
nerwork is converted from MF trunking to SS7 trunking, the impact that a mated STP
pair failure could have on a particular LATA is extremely severe.



DETAILED REQUIREMENTS (CONT'D)

This condition red procedure is not intended to prevent SSP isolations. Accidental SSP
isolations will still occur if work is performed on the link connected to the working STP

ar some intermediate building location. The procedures in this document are to onlv
ake place at the workin building site or ntj ipment_designations.

2.2.03 SCC/TSAC Work

All SCC/TSAC routine maintenance work on the STP (i.e. REX) must be suspended
whean 2 sondition red has been declared. Since the routine exercises (REX) can not be
suspended once they have started, they must be allowed to continue if they have starned
before 2 condition red has been declared. Otherwise, the transiations controlling the
timing of the REX should be changed to support a different REX start time.

Routine maintenance work does not include the restoral of links to recover an SSP from
complete SS7 isolation Or 10 recover a B/D link set to re-establish signaling with another
STP pair. If an SSP/STP pair is isolated from the working STP under condition red, the
appropriate A, B, or D links sbould be worked on and brought back in service
immediately. If links are down at the working STP site but these links are not
associated with an SSP/STP pair isolation, they should not be worked on. This is what
is meant in the CONDITION RED/GREEN Form as unnecessary link maintenance.

Once a condition green has been declared, all routine maintenance and non-SSP isolation
associated link work can continue. As a reminder, no link should be inhibited without
the approval of the SEAC/SNSC organizarions.

2.2.04 Software Work

All transiations downloading, generic/BCS upgrades and patch loads on the working
STP must be suspended when a condition red is declared. The Tier Il centers creating
the STP translations and releasing the patches in CSCANS should aiready be aware of
the condition red and therefore not release any new software changes. Any previous
transiations changes or software upgrades that have already been released to the SCC for
loading into the STP must not be loaded by the SCC into the STP until a condition green
has been declared.

2.2.05 Toll Work

All 10l! work (by toll technicians, the FMAC, the NTEC, the SCC, etc.) on the
equipment supporting SS7 links in the STP building must immediately be suspended
when a condition red has been declared. This would effect:

D4/DS Banks
DCS Products
CSuU/DSv
DSX
Clocking

When the Tier 1I sites have declared a condition green, this work can continue.
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DETAILED REQUIREMENTS (CONT'D)

2.2.06 Engineering Work

All engineering work such as work performed by the engineering installation groups in
NET or the turf equipment engineers in NYT on equipment supporting the working STP
or equipment designated as essential, must immediately be suspended when 2 conditon
red has been declared.

When the Tier II sites have declared 2 condition green, this work can continue.

2.2.07 Essential Equipment

All work on previously designated essential equipment must immediately be suspended
when a condition red has been declared. This would include but not be limited to0 any
Digital Cross Connect systems supporting 2 large percentage of the STP's links. Large
(for this purpose) is defined as a quantity of links sufficient enough 1o cause the working
STP 10 congest or go out of service if thar equipment were 0 fail while the mate were
already out of service.

When the Tier I sites have declared a condition green, this work can continue.

2.2.08 Power Work

All power work (by the power engineers or SCC technicians) on any of the power
equipment supporting the STP or its links must immediarely be suspended when a
condition red has been declared. This would include suspending all planned power
routines and suspending the transition to battery power at the request of the electric
utilities company. This would effect all of the appropriate aspects of the power
distribution facilities:

Barnteries

Rectifiers
Converters/Inverters
Control Bays
Distribution Bays
Switches/Fuses

STP AC Switch Gear

When the Tier 11 sites have declared a condition green, this work can continue.
2.2.09 Frame Work

All frame work (by the frame technicians) on any of the frame blocks supporting SS7
links terminating 10 the STP must immediately be suspended when a condition red has
been declared.

When the Tier 1I sites have declared a condition green, this work can continue.
2.2.10 Outside Plant Work

Al outside plant work in the cable vauits supporting the SS7 links at the STP building
must immediately be suspended when a condition red has been declared.

When the Tier I sites have declared a condition green, this work can continue.
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DETAILED REQUIREMENTS (CONT'D)

2.2.11 Buildings Work
All buildings work in any of the toll, power, or switch floors must immediately be
suspended when a condition red has been declared. All cleaning, air conditioning,
electrical, and fuel line (for the engines) work planned or in progress must immediately
be suspended.

When the Tier II sites have declared a condition green, this work can continue.

2.2.12 Off-Line Equipment

In general, any equipment within the working STP. that happens to simutitaneously go out
of service while 2 condition red is in effect must immediately be identified and spares
obtained. No replacement work should occur without the concurrence of the Tier I
severs crisis control organization (SEAC in NYT, SNSC in NET), with the exception of
the statements regarding SSP/STP isolations.

2.3 LABELING REQUIREMENTS

2.3.01 Introduction

As SS7 links are provisioned in the NYNEX CCSN, certain key componéms of the link
designs should be marked with SS7 sticker or tag indications in order 10 avoid accidental
outages.

Accidental outages could occur at many levels of the facility or common power,
electrical or timing equipment supporting the links or the entire STP.

2.3.02 Sticker/Tag Availability In NYT

Stickers and tags are going to be supplied to each of the SCCs in NYT following the
distribution of this FLASH. Once your SCC has used up the initial supply of stickers
and tags, additional orders should be sent directly into the NYT Corporate Services
Purchasing Department. They are currently located at 1095 Avenue of the Americas,
Room 1000, NYC, NY. The SCC should utilize form GSB 100FA when ordering and
originals should be sent in with the completed form. Ordering in bulk quantities of at
least 1000 units of each item is recommended for cost efficiency.

2.3.03 Sticker/Tag Availability In NET

Stickers and tags have already been made available to the NET toll/SCC arena. If SCCs
or other organizations are interested in additional tags for CCS purposes and the
transmission maintenance engineering group at 350 Cochiruate Rd., Framingham, Mass.
is unable to supply them, the same ordering procedures as mentioned above for the NYT
groups may be utilized.
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LABELING REQUIREMENTS (CONT'D)

2.3.04 Sticker/Tag Types

The stickers produced by the Corporate Services Purchasing Deparument can be utilized
for a variery of places involved with supporting SS7 link and STP equipment. The
following table outlines some of the areas of desired application for each of the
stickers/tags. These stickers and tags may be used in other areas. The purpose of the
stickers and tags is to quickly identify SS7 link and STP supporting equipment to the
technicians working in the area in order 1o avoid accidental outages. Furthermore, the
labeling of the STP supporting equipment will clearly indicate to the technicians working
in the area what equipment is not 0 be worked on in a condition red situation.

Table 1
SS7 Stickers And Tags
ITEM INSCRIPTION AREA OF USAGE ORGANIZATIONS

3/4" Diameter Circular §S7 Circuit Do Not DSODP Card In D4 Toll

Stickers Remove DCS 1/0 Unit Toll
2500 Data Set Toll/SCC
SS7 Tag CAUTION SS7 CKT DO "DSX Pins Toll/SCC

NOT REMOVE ETC. Frame Area Frame/SCC
~ SYNC Tag CAUTION SYNC BITS Leads Toll/SCC
SYSTEM DO NOT
REMOVE ETC.
DSX Type B Protector CCS DSX Type B Toll
DSX Type C Protector CCS DSX Type C Toll
Larger Rectangular CAUTION 8§87 STP Bareries Power Engineers
Stickers EQUIPMENT STP Rectifiers
STP Converters
STP Inverters
STP Control Bays
STP Distribution Bays
STP Switches/Fuses
Frame Blocks Supporting Frame
S$S7 Links

2.3.05 Red Slip-On Pin Covers

In addition to the materials described above, the field also may utilize the red slip on
covers on any bare pins supporting SS7 links, i.e. the bare DSX pins or the frame pins.
These covers are already in ample supply at the SCC sites and in the tol] area.

2.3.06 Reorder Note For DSX Protectors

The DSX type B and C protectors can not be reordered through the NYT Corporate
Services Purchasing Department. Reorder procedures are still under development and
will be communicated to the field art a later date, via a FLASH.
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2.4 EXHIBIT A

FORM CONDITION RED/GREEN

Failed STP ldentification:
Mate STP Identification:

Checklist Requirements:
Condition Red: Declare a work suspension in the following areas:
Condition Green: Declare a work clearance in the following areas:

SCC/TSAC Work Number: (Normal Hours) (Out Of Hours)
i.e., All STP Maintenance, STP REX (If it has not already begun), Unnecessary Link Maintenance
Software Work Number: (Normal Hours) (Out Of Hours)

i.e., All STP Translations, Patches/BCS Loads

Toll Work Number: (Norma! Hours) (Out Of Hours)
i.e., D4/D5 Banks, DCS Products, CSU/DSU, DSX, Clocking (BITS)

Engineering Work: (Normal Hours) (Out Of Hours)
i.e., Eng. Installation work in NET or turf Equipment Engineering work

Essential Equip. Number: (Normal Hours) (Out Of Hours)
i.¢., Non-collocated DCS

Power Work Number: (Normal Hours) (Out Of Hours)
i.e., Battery, Rectifiers, Converters/Inverters, Control Bays, Distribution Bays, Switches/Fuses, Switch Gear

Frame Work Number: (Normal Hours) (Out Of Hours)
i.e., SS7 Frame Blocks

Outside Plant Work Number: (Normal Hours) (Out Of Hours)
i.e., Cable Vaults at STP contining the links

Buildings Work Number: (Normal Hours) {Out Of Hours)
i.e., Cleaning, Air Conditioning, Electrical, Fuel lines supporting the engines
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Appendix 10

Appendix A
EMERGENCY SS7 RESTORATION OPERATIONS PLANNING CONSIDERATIONS

INTRODUCTION

PREFACE: Throughout this document the CCSN and PSTN are addressed as separate networks, even though
both subnetworks comprise the new public switched network and both are necessary to complete calls. This is
doge in order to better focus on their uniqueness and concerns, scparately, before attempting to merge the two,
and perhaps miss some important issues. In addition, although more is presented on the maintenance side,
maintenance should pot be coastrued as more tmportant than petwork traffic management. In the order of
things, however, maintenance is vital with the advent of the CCSN. The CCSN must evolve to a consistently
stable network to allow Network Traffic Management (NTM) efforts to be effective. Additionally, NTM

functions can greatly assist in this stability.

Recent Common Channel Sigpaling Network (CCSN) outages are causing speculation that more severe
problems will occur in the future. The industry in general is concerned that they may not be properiy prepared
to diagnose troubles quickly and contain their proliferation in an integrated CCSN. One of several areas being
addressed in this document is the recovery procedures for CCSN failures. Also addressed arc actions that
might be taken to coptain the spread, or worsening, of network failures when Access Serviez Providers {ASPs)
and Access Service Customers (ASCs) are interconnected. These two arcas of concern are inter-related and
require both an understanding of their inter-relationship and a comprebensive pian of action.

This document assumes a2 100% deploymeant of CCS interconnection between an ASP and ASC.

Purpose of Document

The purpose of this document is to coalesce in one paper relevant subjects and concerns related to the control
and restoration of networks from an operations perspective.

It provides a view of factors that a typical Network Provider might consider in planning responses to potential
petwork events.

FAILURE TYPES

As with any network, there are numerous eveats (triggers) that can cause failures. In this respect the CCSN is
quite similar to other networks. Unlike most other networks, however, the CCSN comes the closest to being
self-managed. It automatically takes preprogrammed actions (via the SS7 protocol) to continue functioning
when various abnormal conditions exist. Signaling Network Managemeat functions provide for réconfiguration
of CCSN resources in the event of signaling link or signaling point failures. When a failure occurs, the objective
is that, the reconfiguration should be carried out so that messages are not lost, duplicated or put out of

ueace and that the sumber of messages in the network does not become excessive. These types of failures,
which are transpareat to the PSTN and the traditional Network Traffic Management (NTM), are not reviewed
in this document except when, in combination with other eveats, they will have an impact on service. A point to
be made, however, is that efforts are being made to review and enbance the protocol, if necessary, to make it
more reliable and effective in failure scenarios sinee self-healing networks is the strategic direction. We do not
suggest that these failures are not important. Any failure in the CCSN must be viewed as extremely crucial and
expeditiously dealt with since combinations of events can impact customers and have potentially far reaching
conscquences.

Failures that will be discussed in this document include those described in the following subsections.

Signaling Transfer Point (STP) Failures

STP failures, at present, represent the greatest threat to the overall reliability of a CCSN, since links from all
associated Signaling End Points (SEP) terminate on the STP pair. The failure of a single STP shouid not, in and
of itself, cause any severe impact on the ability of the PSTN to route calls. It is only when ap STP failure is
coupled with another condition in the CCSN that signaling traffic is impaired, causing an impact on the PSTN.
Examples of conditions under which an STP failure will impact the CCSNs message processing capabilities are

as follows:

— If software errors in either the mated STP or an associated SEP trigger an abnormal reaction to the
failed STP; individual SEPs or all associated SEPs could become isolated from the CCSN.



-- If individual signaling linkset failures to the mated STP arc in effect prior to and during the STP
failure; offices could be isolated.

-- 1f the CCS network and its components have not been engineered adequately, congestion ete. could
be encountered.

Link and Linkset Failures

As in the case of a single STP failure, the failure of a single link or linkset should have no severe impact oo
signaling traffic since the CCSN is engineered to self manage. It is only when coupled with other conditions in
the CCSN that there would be an impact. The impact could range from compiete SEP isolation (no messages to
or from an SEP) to a condition where some individual SEPs cannot send and receive messages to or from other
individual SEPs. Conditions which could impact an SEP’s ability to send and receive signaling messages include

the following:

-- Failure of an SEP's combined linkset to communicate with the mated STPs due to one or a
combination of causes: DL

— SEP hardware

SEP software
— facility failure
— facility failure and no pbysical route diversity of links making up combined linkset

— Failure of a combination of linksets in the routing path to another SEP due to the same causes listed
above. .

Congestion

The levels of congestion in the CCSN refer to the queucd messages in the buffers associated with the network
clements. There are four congestion levels (0, 1, 2 and 3) that are specified by the SS7 protocol. There are also
four levels of priorities for messages, such as Transaction Capabilities Application Part (TCAP) messages which
are usually a priority one. These priorities are used in concert with levels of congestion. For example, a
congestion level of two would indicate to all nodes coming into an STP not to send any messages with priority
less than two. A congestion level of three would advise not to send any messages with priority less than three.

Since maintenance messages are assigned a priority three, and the highest congestion level is three,
maintenance messages would continue to flow (which is mandatory for the CCSN to function).

The SS7 protocol is designed to throttle-back volumes of messages when experiencing congestion. In the event
this process fails, the congestion may become unmanageable, resulting in internal STP congestion which can
then cause links and [inksets to fail. If this condition is replicated in mated STPs, network outages may occur,

isolating an office.
LINES OF DEFENSE

Controlling the impact of network failures, particularly with common channel signaling, is an essential activity.
The spread of certain type failures (¢.g. STPs) is not only extensive, but rapid. ASPs and ASCs should carefully
review the layout of their PSTN, with an overlay of their CCSN, and consider key lines of defense. There
should be a realization that the impact of one network event can be boundless across network boundaries. It is
not only widespread, but deep, in its effect. Onc ASP event may not only impact a Local Access Transport Area
(LATA), and all its offices, but also the inter-LATA traffic. Conversely, trouble in an ASC petwork can affect
one or more ASP petworks and possibly other ASC networks. For these reasons, this Section reviews activilies
applicable to the CCSN, including a discussion oo Network Managemeot in a CCSN environmeat and pre-plans
for the PSTN. The following section divides traffic into unique categories with corresponding lines of defense

and activities to be considered.
Traffic Categories and Considerations
The transition from MF signaling to common channel signaling demands a new awareness of the potentially

widespread outages due to CCSN failures. The result can be total loss of service to a customer. This section
categorizes traffic into groups whose vulnerabilities are similar and whose control activities may be unique.



After each discussion regarding outages affecting each category, there is a bref discussion oo action
considerations.

NOTE: Ino the coosiderations that are addressed in the following sections, F-links are suggested as a possible
alternative. It should be noted that requirements for F-links do not curreatly exist, but are being reviewed. It
should also be noted that with the advent of new services that may require the use of an SCP, F-links may not
be a good long term investment in some scenarios. This is an individual asszssment and should depend oo the

strategic directions of the interconnecting companies.

Intraswitch (AP)

During the failure types discussed in Section 2, calls outside the switch will pot be completed, causing abnormal
pumbers of retries, in turn, congesting the switch and potentially disabling it. Network Traflic Management
techniques, such as call-gapping, would be incffective in this situation, since dial tone is pot selective, but
responsive to any off-hook condition, and the dialed digits must still be entertained. Switch processing is not
split between pre-disposition and final disposition, i.c., there is no capability to up-froot drop any NXX code not
resident in the switch and only process resident codes. The capability to introduce ap announcement (e.g., “only
calls to the following NXX codes will be processed at this time®), before dial tone, is also not available.

Consideration: The objective here is to alert the public in an effort to stop redialing calls that have no chance of
being completed, hence avoiding switch congestion. There nceds to be a review of requirements or lechmques
that can be implemented to prevent congesting the switch, so intraswitch traffic can still be executed. It should
be noted that the introduction of Integrated Services Digital Network (ISDN) may reduce congestion since
these calls would not require an analog, sequential, time-consuming process. Announcements before dial tone
may be a practical solution for digital switches, although perhaps not for analog switches.

It should be understood that the concern stated here is applicabie to the following categories.

Interswitch/IntraofTice

Two different switches that are co-located are introduced to a new concern with CCS. In the CCS environment,
signaling for trunks connecting these switches may venture well beyond the co-located office. The reader is
reminded that a mated pair of STPs does not reside in a common location, for purpose of diversification, and
on any specific call set up, if both STPs are in service messages will most likely visit both STPs. So, even in
those cases where an STP shares a location with co-located switches, some of those call set up and tear down
messages will route via the distant, mated STP.

Consideration: Co-located switches may be a prime candidate for F-links (CCS links connecting two switches -
no STP involved), climinating the need for any trunking or signaling beyond a central office. Assuming that
there is no switch congestion (sec Section 3.1.1) those interswitch trunks would be excluded from any

propagation of CCSN failures and events involving STPs. .
Interswitch /interoffice

These calls have been reviewed, to some extent, in a previous section. The isolation of an end office due to a
combined link set failure introduces a situation in which network traffic management and/or other techniques
may be ineffective (other than code blocking) until the A-links can be restored. .

Consideration: Similar to Section 3.1.2, these groups may be candidates for F-link deployment and/or possibly
some retention of MF trunking. In addition, E-link deployment can be considered.

Sections 3.1.1, 3.12 and 3.13 present threc different categories of traffic whose climination would have a
dramatic impact oo ASP/AC customers, especially since these categories represent traffic that is particularly

seasitive to emergency situations. The above bas introduced two important lines of defense - the switch and any
local trunk group associated with local emergency traffic

Restoration for 800 DB Isolations
See NOF lIssue #168.

InterLATA Access

InterLATA access is a major concern, particularly as it affects major busisesses and the complexities that are
introduced with the interaction of other CCSNs. Current petwork management procedures between local



exchange and interexchange carriers (ASCs) will remain in place assuming the CCSN is stable. Serious CCSN
failures, however, will require new contingeacy plans. These are addressed in some detail io this document.

Preventing Propagation and Lessening Impacts of Failures

Receat CCSN outages created some concern that the protocol, designed to manage the network, may not be
sufficient in some failure scenarios. The potenual for propagating a trouble in an integrated network increases
that concern, causing speculation that some form of manual network management may be needed. What is
included in the following section addresses the subject of manual intervention (e.g., in cases of Network

Instability/Node Corruption).

What seems to be appropriate are predetermined contingencies that address the subject of isolating a CCSN
from one or more interconnected CCSNs. These CCSN capabilities should be identified and ways found to
implement these blockages when necessary. It should be stated, however, that all efforts should be made to
mechanize these contingencies where possibie.

Manual Intervention in the CCSN

It should also be noted that some macual cootrols applied to the CCSN represents a serious undertaking and
must be implemented only under extreme failure conditioas. In these circumstances the interconnecting carrier

should be 1informed.

As one component of an overall network recovery plan, ASP/ASC personnel could prepare to take, as
contingencies, manual intervention actions that may be used to mitigate the effects of CCSN failures, alleviate
traffic overioads in the CCSN, and/or allow CCS network clements (NEs) to be restored to their proper

operation.

The specific actions to be taken will be depeadent upon the particular network failure or trouble scenario
anticipated and the carrier’s network traffic management strategy, as well as the manual control capabilities
facilitated by supplier implementations of the CCS NEs, their operations interfaces, and supporting operations
systems (OSs). Apriori knowledge of the percentage and number of trunks using CCS and MF sigpaling on a
per switch, per LATA, and per interconnected network will facilitate the network managers anticipation of
customer isolation impacts that will result from manual control actions that are suggested below to obtain
nodal and network CCS isolations.

The following subsections provide at least a partial list of the manual intervention actions that might be
prepared.

Node Isolation

Network operations personnel may wish to prepare contingencies to isolate individual signaling points from the
remainder of the network, in cases where bardware or software failures may result in the inability of a gven
node to detect internal outages and/or trigger the appropriate automatic SS7 signaling route management and
signaling traffic management actions to divert or throttle signaling message traffic.

Currently, network operations personnel may accomplish this objective by executing prepared scripts
maintained in a maintenance OS to invoke supplier-specific NE commands that deactivate the signaling ki

connecting the subject signaling point to its adjacent signaling points. Contingency preplans should be made if a
Network Element (NE) does not respond to supplicr-specific commands to deactivate the signaling links. In
such a case, a contingency preplan to remove the links pbysically (e.g. removing a circuit pack) should be

employed.

There are currently no published generic requirements for uniform capabilities or procedures to accomplish
this action. The control would involve the forced manual declared failure of signaling links in designated link

sets.

Nemwork Isolation

Network operations personnel may wish to prepare contingendies to isolate a CCSN from one or more
interconnected CCSNs, in cases where replicated software errors in CCS NEs may cause a failure condition to
propagate or co-cxist across the network boundary or in instances where automatic SS7 congestion controls may
fail to operate to protect a CCSN from severe traffic overloads originating in the interconnected CCSN.
Procedures should be prepared for cases involving both directly connected CCSNs and remote CCSNs
interconnected via an intermediate network or networks.



There may be occasion when access to the Network Managemeat OS is blocked, the OS, or the intermediate
OS is not oo-line, or access from the OS to the switch is unavailable. In certain critical situations this may be
unacceptable and require an alternative plan. Such a plan is envisioned by implementing critical preplans (aiso
resident in the petwork management OS) via the maintenance OS over the switch maintepance channel
interface. Some service providers do not use an automated method to apply preplans.

Customer Notification

A coocern in any major failure is the potential to congest a switch due to reattempts oo dialing a call that
cannot be completed. A knowledgeabie public at this point can lessen that concern. Not being able to call a
distant relative or business partner is one thing; not being able to call the police, doctor, fire department,
peighbor, etc. can be a different matter. Every effort must be made to complete emergency calls .

The advent of CCS increases the potential of end office isolation due to the greater potential for widespread
disruption, causing fewer call completions and consequently, dramatic increases in redialing,

If customers know the only calls that can be completed are to NXX numbers within their switch, the potential
for switch congestion could greatly diminish.

Media

One of the ways to inform the public is via the media (e.g. radio and TV). Prearranged agreements and plans
for quick potification can be most beneficial in alerting the customers.

Announcements

Announcements were discussed in previous section.

Operator Alert
* Operator calls dramatically increase during network congestion or failures. An uninformed operator can add to
the problem. An informed operator can advise the public What is needed here is the capability to alert

operators via their operator service position screen, etc., using a maintenance workstation. There should be the
ability to quickly instruct operators on options available.

RESTORATION
The iotroduction of common channel signaling has significantly complicated the restoration process involving
failures that impact the PSTN. CCSN failures, particularly those necessitating node restart procedures (c.g.,

STP), have the potential for message loss and congestion problems. In addition, careful coordination is required
between the CCSN and PSTN in any restoration procedure. These concerns are discussed in some detail in the

following two sections.
Restoring the CCSN

A failed CCSN should be restored in accordance with the type of outage encountered. The following are
examples of different scenarios involving failed STPs:

— Both STPs in a mated pair have failed gracefully
— If both STPs can be restored, normal SS7 restoration procedures shouid be followed.
It is difficult to provide specific details on how to restore a CCSN after a major failure because of the

uniqueness of cach network and each failure. There are, bowever, several factors to be considered when
developing any restoration strategy. They include:

—~ Whether the Failure cause has been determined and remedied

- The number of signaling links connected to the STPs

-- The number of links used for STP interconnections (B and D links)

.- Amount of traffic left on the CCSN, if any, at the time of restoration

" - Any known idiosyncrasies of the Vendor STP product.



In the case of a directly interconnected CCSN (i.c., one to whose STPs or CCS serving office a CCSN is directly
connected via signaling links), such a nerwork isolation action may be achieved as discussed above by network
personnel invoking prepared scripts to deactivate all links in all appropriate internctwork gateway link sets.

However, in the case of a remote CCSN interconnected through an intermediate CCSN or “bub provider.” such
actions would pot be sufficiently selective to ensure isolation of the a CCSN from the subject network only.
There are two alternatives that may be used in order to isolate a remote CCSN. The first alternative uses 1)
Gateway STP screening to block all incoming traffic from the remote CCSN and 2) Trunk Group (TG)
protective controls (c.g. CANT) to block traffic destined to the remote CCSN nerwork. The second alternative
would require coordinated action from the hub provider to fail the signaling links used to access the signaling

services by the remote CCSN.

NM Preplans

The use of NM preplans via a Network Management Operations System (NMOS) is a viable way to lessen the
impact of a CCSN failure. Although the signaling network is capable of protecting itself for most failures, when
CCSN failures do occur, the impact on the PSTN can be quite severe, and reaction time very limited.

One of the capabilities of controlling the severity of a failure is via the implementation of preplans. Preplans
are used to protect or route around sector or access tandems and/or a major facility failure. Preplans are built

by the Network Manager and reside in the NMOS database.

There are two types of plans: Code cootrol and Trunk Group costrol. Controls fall into two categories:
Protective and Expansive.

Protective controls CANCEL the traffic and route it to an announcement. Expansive controls REROUTE the
traffic to trunk groups that do not normally carry that traffic

Protective Controls

Code controls (Call Gaps) limit the oumber of attempts from a controlled office to a particular called number
or NXX. A code control is typically cffective on from three (3) to sixteen (16) digits. Nominally, Call Gaps are
in levels of 1 to N. The disposition of the call is determined by the Network Manager. The call can be sent to an
Emergency Announcement (EA) with a timely announcement pertaining to the situation or to the normal No
Circuit Announcement (NCA).

Cancel To (CANT) and SKIP are Prchunt controls; CANT prevents the affected traffic from making an
attempt on the controlled trunk group. SKIP causes the affected traffic to skip the controlled trunk group and
hunt for a trunk in the next alternate trunk group.

Cancel From (CANF) is a Posthunt control; CANF prevents the affected traffic from overflowing from the
controlied trunk group.

Expansive Controls

Immediate Reroute (IRR) and Overflow Reroute (ORR) also called a Regular Reroute (RR), are Expansive
Trunk Group Controls.

IRR is a prehunt control, IRR diverts the affected traffic away from the controlled trunk group and causes it to
hunt for a trunk in the designated trunk group. ORR or RR is posthunt control. ORR diverts the affected

traffic after it overflows the controlled trunk group.
Some restrictions of such plans may be:
-- Maximum number of controls in a plan.
— Maximum total of controls in all plans.
—~ Maximum number of plans.

Preplans must be updated whenever a change takes place in the petwork. An outdated Preplan is of little use i
a failure scenario.

Access to Preplans



As described earlier in this document, a major failure is one that has affected both STPs of a mated pair to the
point where the CCSN can'’t support the services using the network. After such a failure, as much pormal traffic
as possible should be prevented from entering the network until all available compooents are up and stablie;
c.g., 0o links going up and down and no unusual maintenance messages being generated in the STPs. NM
cootrol actions on the traffic network may be necessary subseguent to signaling network cootrols in order to
allow the gradual return of traffic to the recovering pode(s). These traffic controls may also be pecessary to
reduce congestion conditions that may arise from CCS controls. Note that whea Trunk Group or Code Controls
arc used, strategics should allow MF trunk groups (if and while they exist) to continue to operate at full
capacity thus avoiding unnecessary isolation or overcontrol.

If the failure cause has been remedied, the CCSN may restore itself. If not, normal vendor provided STP node
restart procedures should be sufficient to restore the CCSN to normal. The recommended order to restore
signaling links is C, thea B and D, and finally A. If, however, the cause of the troubie has not been determined
or remedied, consideration should be given to restoring the STPs in the simplex mode (C links forced out of
service). If necessary, consideration should also be given to manually restoring B and D links, observing that the
perwork remains stable as the links are restored. If any instability appears, the C lioks should be forced out of
service and the network should be operated in the simplex mode until the problem bas been resolved. If any A
link linksets bave failed, signaling potnt isolations may result from forcing the STPs into simplex operations.

Once the network has been restored and all appears stable, traffic should be restored according to a pre-
planned strategy. The CCSN should be closely monitored to confirm that the restoration of traffic doesn’t cause

any instability.

Release and Patch Administration

It is important that a databasc or databases containing information on current release level and patches that
bave been applied to all Network Elements (NEs) exist and be kept current. This information must be readily
available to center personnel responsibie for trouble resolution. In many cases these databases are currently
resident in an Electronic Systems Assistance Ceater (ESAC) administration system and are kept current with
. the aid of network element vendor OSs which support the patch administration process. It is advisable that this
database is updated concurrent with the update to the NE. It is aiso advisable that when new releases are
received from an NE provider that they be loaded in only one NE for a period sufficient to evaluate
performance of the software. It is desirabie that the NE chosen for this SOAK period be one that does not

serve a major downtown area or critical service clement; e.g., 911 In analysis of a trouble conditon,
consideration of release and patch level may be beneficial in resolution.

It is also preferable that these databases provide the ability for:
CCSN Stabilization
CCSN stabilization can be defined in many ways, but as 2 minimum, to be considered stable a CCSN must be
prepared to receive traffic. Various indicators and parameters can be watched for signs of CCSN stabilization
or destabilization. General criteria for CCSN stabilization are the following:

~ Number of change-overs and change-backs is within acceptable Limits.

— Number of congestion status changes over parts of CCS network is within acceptable limits.

— Number of MTP flow-control messages is within acceptable limits.

— Number of MTP traffic control and MTP-user restricting messages are within acceptabie limits.

— Number of ISUP automatic control messages is within acceptable Limits.

— Number of TCAP and OMAP control and test messages are withio acceptable limits.

If all these parameters are within acceptable limits, then it is a good indication that the CCSN is stable. In all
other cases the limits must be defined on a regional basis prior to CCS operation within the region.

Node Restart Procedures

Node restart procedures epable an unavailable node, which is in the process of becoming available, to bring a
sufficient number of signaling links into the available state and to update its routing tables before user signaling
wafficis restarted to that node. A node is considered to be unavailable when all of its connected signaling links



are unavailable. Node restart is a network management function and occurs at Level 3 of the Message Transfer
Part (MTP) of a node. The node restart procedures are specified in Bellcore Specification of Signaling System
Number 7 (TR-NWT-000246), where the procedures are referred to as MTP Restart. These procedures should
belp alleviate the burden placed on restarung nodes, allowing them to enter a stable state before accepung user
signaling traffic. This is expected to reduce the potential for problems which may cause a restarting node to

regress to an upavailable state.

Motivation

The primary motivation for the node restart procedures is the poteatial for message loss which curreaty exists
in the way a signaling point, specifically an STP, behaves upon restart. No requirements currenuy specify special
procedures for how a restarting signaling point should bebave in order to accept traffic from adjacent nodes in a
graceful and efficient manner. Currently, a restarting signaling point activates its signaling links serially, until all
links, or a sufficicot number of links, are available. Problems may occur due to this situation. Link congestion,
for example, may occur when the STP receives traffic on a newly available Links and an insufficient oumber of
links have been activated on which to route outgoing signaling traffic, or traffic is destined for a point code that
is oot yet available. In addition to the potenual for lost signaling traffic, there also exists the poteaual for
congestion problems to occur oo the newly available links.

Tbe proposed node restart procedures prevent signaling points from sending user signaling traffic to an
adjacent node which is restarting before the restarting node is ready to receive traffic. Being ready to receive
traffic means having accurate routing information, as well as baving a sufficient number of signaling Links in the
available state in order to perform the appropriate signaling point functions effectively and cfficicnty. Having
accurate routing information prevents an unusual amount of signaling routc management messages being
transmitted across the network.

Overview of Node Restart Procedures

Two new network management messages to be used in conjunction with the node restart procedures have been
.defined in standards. The Traffic Restart Waiting (TRW) message is an indication to the receiving node that
user signaling traffic should not be sent to the originator of the TRW until a Traffic Restart Allowed (TRA)
message is received from the same node. A TRA is an indication to the receiving node that all signaling traffic

may be resumed to the originator of the message.

The node restart procedures are not only performed at a restarting node, but also at nodes adjacent to the one
which is restarting. >From the perspective of the restarting node, the procedure can be broken down into
several stages. First, the restarting node attempts to make available, in parallel, its signaling Links. As links
become available, the starting node sends TRWs to adjacent nodes, indicating that it is not ready to receive any
user signaling traffic. The restarting node expects to receive a TRW from adjacent STPs, as well as signaling
route management messages, specifically Transfer Prohibited (TFPs), Transfer Restricted (TFRs), Transfer
Cluster Prohibited (TCPs) and Transfer Cluster Restricted (TCRs) from adjaceat STPs, and will update its
routing tables upon receipt of these signaling route management messages. Also, the restarting node expects to
receive TRAs from each adjacent node indicating that they are themselves ready to reccive user signaling
traffic. When a sufficient pumber of signaling links bave been made available, and a sufficient number of
adjacent nodes have indicated that they are ready to receive traffic, the restarting node, if an STP, will then
broadcast to adjacent nodes the status of its routes using TFPs and TFRs, as well as TCPs and TCRs if cluster
mangement is implemented. Upon completing the broadcast of signaling route management messages, the
restarting STP will be ready to receive all signaling traffic, and will indicate this to adjacent nodes by
broadcasting TRAs. If the restarting node is not an STP, it will not broadcast signaling routc management
messages, and will simply broadcast TRAs. At this point, the restarting node will have reasonably accurate
routing tables, and will have a sufficient number of signaling links available to bandic the expected traffic.

> From the perspective of a node adjacent to one which is restarting, the procedure can aiso be broken down
into stages. When the first link of a link set to a previously unavailable node comes up, the adjacent node will
behave in one of two ways, depending on its capabilities. More specifically, if the adjaceat node is an STP, it will
first send the restarting node a TRW, followed by the pecessary signaling route management messages
indicating the status of each destination to which it routes which is ot allowed. No signaling route management
messages will be seat by the adjacent STP if all the point codes to which it directly routes bave a status of
allowed. These messages allow the restarting node to update its routing tables prior to receiving apy user
signaling traffic. Once all the necessary signaling route management messages have been sent to the restarting
node, the adjacent STP should send it a TRA indicating that it is ready to receive all signaling traffic. If the
adjacent node is oot an STP, a TRW will not be sent, and a TRA should be sent to the restarting node when it
is ready for user signaling traffic. The adjacent node will then wait for an indication from the restarting node

that it is‘ready to receive user signaling traffic.



Re;—tc;ﬁng Service
Before any public switched traffic is allowed to proceed, every effort should be made to make certain the CCSN

is up and stable. It is recommended that the first traffic to flow should be the POTS traffic since other services,
such as 800 Service, etc. require a POTS network.

How that POTS traffic is reintroduced depends upon the type of outage (e.g., catirc LATA, single isolated
office, etc.), the type of traffic in offices involved (heavy business, heavy residential, combinations), time of day
(busy office bour, etc.), those concerns that network managers currcatly take into account. Consideration must
also be given to any pre-plans activated in defense of the failure, i.c., how they were deactivated, were they

deactivated, etc.

Applications oo the CCSN will intensify and acceleration of extremely high-speed transmission capabilities will
follow. In short, managing the CCSN, in the manner traditiopally used to manage the PSTN, will not oaly not be
feasible, it will not be advisable. Every effort must be made to enhance the protocol to enable self-management
of the CCSN. There may be a manual role required to prevent propagation of a failure. This was discussed in

some detail in a previous section.

Acknowledging the fact that the Public Network (for want of a better reference) will transition to two
subnetworks, the CCSN and the PSTN, both required for call completion, does ot ciiminate the need to view
these sub-networks on an individual basis from a Network Management perspective. Oo an individual basis, one
should begin with the CCSN. When the CCSN is stable, NTM of the PSTN is implemented in the traditional
manner. Most, but not all, of the failures experienced in the CCSN will be transparent to the PSTN, a product

of redundancy and protocol.

Some failures in the CCSN will impact the PSTN and, unexpected, high concentration of traffic loads (e.g.,
media) may cause congestion in the A-links associated with that traffic load.

Network Management and CCSN Events

‘Eveats in the CCSN that impact the PSTN will probably occur at one of two levels, isolation of an end office or
isolation of a complete LATA (assuming a mated pair of STPs per LATA and no E-links). Other events such as
SCP isolations have been referenced by this plan, and should be considered in any comprebensive operations

plan.
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1. Introduction

In suppor: of the cfforts adaressing signaling network ropustness by the Signaling Nerwork Swvstems
(SN'S) Committes of the FCC's Network Reliability Council, T1S1.2 provided some CCS network archi-
teciure evaluatons and described the SS7 protocol enhancements that have been recentdy worksc and
agreed on. These results were reported to the SNS Commines in contributcr T1S1.3/62- 11212 R1. This
report was presented by T1 Chair, Art Reilly, to the SNS Committes in December and furiner discussec
ar the January 8, 1993 meeting. The report was well recsived and endorsed by the Committee. However,
ther= were some concems about the need for providing some addidonal guidance to faciiizate uniform
industry deplovment

As a result, the SNS Committes (1) established a subgroup of SNS voluntesrs to prioritize the protocol
enhancements descriped in the raport from T1S1.3 into two or thres levels and (2) requesiec an addendum
to the report with additional downtime analysis related to the architectures evaluated. Bellcore volun-
tesred 1o chair and host the mesgng related to the prioridzing efforz. This contribution focuses on the out-
come of this laaer me=ting, heic in Newark, New Jersey on Fedruary 4, 18953, ang provides T1S1.5 with
the results for informadon purposes only. This contripution also serves as the regort to the SNS Commit-
tee. The SNS Committes members and their representatives that attended this meeting are listed in
Attachment "A".

2. Results

Since the SS7 protocol enhancements were designed to increase CCS network robusmess, the prioritizing
was based mainly on relative measure of improved nerwork integrity to be achieved by the enhancements
and the greatest perceived network need. The enhancements were placed into two priority categories,
where category 1 reflected the highest network integrity benefits. Thus, category 1 enhancements would
have the greatest impact on minimizing the effects of CCS nerwork failure scenarios; minimize impact on
the remaining network or interconnecting networks; and maximize the CCS network ( and telephone net-
work) stability. Category 2 enhancements refiect lesser impact in that these enhancements do not apply 10
severe network failure scenarios and may be more localized in their network impact In addition to help
categorize these enhancements, the following additional considerations were used:

(a) Indicaton thar a specific failure scenario has oczurred, and
(b) The ne=d for intemetwork compatibility has besn identfied.

Although two priorities were used, all the enhancements in each category should be considercd as impor-
tant and dealt with in a degree of urgency. Although the outcome of this SNS-initiated subgroup is a
recommended priority list to the industry, the final priority and deployment by a carrier can be influenced
by factors other than those considered by the subgroup.

Of the seventeen protocol enhancements completed and described in the report to the SNS, nine were
placed in category 1 and eight in category 2. The detaiied list is shown below with several added notes.
The items within each category are not prioritized or ranked. The location of each enhancement in the
T1S1.3 report 10 SNS is described in the parentheses.



Priority Category |

SMH Congestion Coentrol Procedures (Secuon 1.1)
Procedures t¢ Eliminate False Link Congesuon (Section 1.2)
Prevention of Congestion on Newly Available Link Sets (Section 1.3)
Prevention of Congestion from Rerouted Traffic (Section 1.4)
Prevention of MTP Circular Routes (Secuon 1.6) - Note 1
Preveation of Link Oscillation (Secton 1.9)
Procedures for Restarting the MTP (Secdon 1.13)

rocedures for Recovery from Processor Outage (Section 1.15)
Cluster Routing and Management Prccedures (Section 1.16)

Priority Categorv 2

SCCP Routing in Response to MTP Congestion (Section 1.5)
Prevention of SCCP Circular Routes (Section 1.7) - Note 2

Prevention of Trunk Looping Caused by the ISUP (Secton 1.8)

SLS Code Expansion (Section 1.10)

Improved SLT Procedures (Section 1.11)

Backup Procedures against Loss of TFR/TCR Messages (Section 1.12)
MTP User Flow Control (Secdon 1.14)

Optional TFP Broadcast Across Network Boundaries (Section 1.17)

Note 1. The protocol enhancement described in Section 1.6 includes two
separable protocol procedures; that is,
(1) MTP procedures which are automatic and on-going in preventing
circular message routing and
(2) OMAP procedures which are initiated manually by operations craft to
check for routing table errors.

Note 2. The protocol enhancement described in Secton 1.7 was not considered
for the higher priority since this protocol procedure is related to
a new routing capabiliry called ISNI (Intermediate Signaling Network
Identifier) which is presently not deployed in the existing CCS networks
and would require nationwide deployment for effectiveness.

'
)
'
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Preamble

As detailed in documentadon of the Internetwork Interoperability Test Plan
(ITTP) Committee, the companies providing lab facilites for Phase O ITTP tesung
are submitting this final report to the ITTP Phase 0 library. Per the Network
Operations Forum's (NOF's) informaton sharing guidelines, this report is being
released after the affected carriers and suppliers have had the opportunity to
review and comment on these findings. As appropnate, their comments are

included in this final report.

The format of this report is intended to be as defined in the "IITP Report
Definitions".

This report is developed by the test participants, including Ameritech Services,
AT&T Network Systems, Bellcore, DSC Communications Corporation, Northern
Telecom, NYNEX Science and Technologies, Sprint, and Telesector Resources
Group (a NYNEX company). The responsibility for development of this report
belonged to the participating carriers, as defined in the NOF's information

sharing guidelines.

1. Configuration and Participation

The test configuration is as shown below. It included laboratory facilities
provided by AT&T-Network Systems, Ameritech, Bellcore, Northern Telecom,
NYNEX, and Sprint. These companies were also the principal partcipants,
although other suppliers, whose equipment was involved in the testing, provided
additional support. These suppliers include DSC Communications Corporation,
Ericsson Network Systems, Siemens-Stromberg Carlson, and Tandem Computer.
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2. Number of Tests Scheduled/Completed

The Phase O Test Scenarios (TP Phase 0 Test Scripts, August 2, 1992) include
13 test cases, with one test having six parts. All tests were scheduled and

executed, except for:

Test 1.f, Oscillating A Links (not executed on LEC 2 side ONLY),
Test 1.i, External Clock Failures,

Part 3 of Test 2.2, B/D Link Congeston,

Parts 1 and 3 of Test 2.b, A Link Congestion, and

Test 2.c, Incoming Link Congeston.

Reasons for Any Tests Not Executed

Test 1.1, part 2 (LEC 2 side), was not executed because the specialized test
equipment to induce oscillations could not access the LEC 2 A links.
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« Test 1.i was not executed because it was assumed that the test script was not
applicable for the STPs under test

« Test 2.a, part 3 was not completed because of an apparent facilites
problem.

« Test 2.b, part 1, was not completed because of an apparent facilides
problem.

« Test 2.b, part 3, was not executed because of a probiem with the specialized
test equipment needed for that test.

e Test 2.c was not executed because, at the time the test was anempted, it was
determined that the test equipment on-hand was insufficient for developing
the test conditions stated in the script

4. Justification for Any Test Cases Added, Deleted or Modified

No other tests were added or deleted.

Tests 1.f and 1.g (Oscillating A links and Oscillating B/D links) were modified to
include additional oscillation characteristics beyond those specifically called out in

the scripts.

Test 1.g (Oscillating B/D links) was also modified to reduce the traffic load for
part of one section of the test, because the load required by the test script resulted
in congestion. Having congestion on the links violated the intent of the script, so
traffic levels were reduced to better meet the script's intent.

Test 2.b, parts 1 and 3, was modified to remove direct end office trunking from
the basic configuration because it was implied (aithough not directly stated) in the
script.

Test 3.a (High Level of Network Management Traffic) was modified to include
fewer than 110 route sets on the LEC #2 side being full point code routed.
Because of time constraints, including 110 route sets would have made 1t
impossible to execute the test.
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5. Overall Observations Based on Phase 0 IITP Testing and Analysis

In this section, we provide general recommendatons based on the IITP testing
and subsequent data analysis. Specific findings are detailed in the following

secdon.

Several of the ITITP Phase O anomalies were found to be a direct result of
inappropriate or inadequate data fills or ranslations. The ITTP test parucipating
carriers collecdvely are stressing the importance of checks on translatons,
particularly as they relate to alternative routes/route sets and load sharing. It was
observed that the ITTP scripts effectively called for the use of alternative or
secondary routes or route sets, and as such, during the course of tesdng (or later
data analysis) some expected alternate routes were found to be unavailable.

6. Issues, Abnormalities, and Ambiguities Identified with Associated
Action Items

This section details the Issues, Abnormalities, and Ambiguities ("findings") of the
Phase 0 IITP testing and subsequent analysis. The findings detailed below relate
to network implementations, network interfaces, and node implementations. Some
of the findings are specific to varying implementations resulting from recent
changes in Standards and requirements, and those issues are discussed separately.
Listed below are the definitions used by the testers/analysts relative to the impact
of the observations on the interconnected network.

6.1 Definitions of Network Implications

Included among the findings detailed below are "Network Implications" that
attempt to detail the observed or possible effect each of the findings had on the
interconnected networks. The categories used, and their definitions, are detailed
below.

« SERVICE AFFECTING - DENIAL - The testers and/or analysts
observed one or more calls being directly denied service due to network

managed conditions.

« SERVICE AFFECTING - POTENTIAL FOR LOST CALLS -
The testers and/or analysts observed potendal for one or more calls to be
directly denied service due to network managed conditions. Lost calls were

not directly observed.
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SERVICE AFFECTING - DELAYS - The testers and/or analysts
observed potential for delays in completing one or more calls direcdy as a
result of network managed conditions.

POTENTIAL IMPROVEMENT (PROTOCOL) - The testers and/or
analysts observed no impact on call completon as a result of this finding,
but this is viewed by the testers and/or analysts as an area for potenual
protocol (or requirement) improvement. For example, the testers may have
observed multple interpretations of the same protocol item.

POTENTIAL IMPROVEMENT (IMPLEMENTATION) - The
testers and/or analysts observed no impact on call completion as a result of
this finding, but this is viewed by the testers and/or analysts as an area for
improved network or product implementation.

OPERATIONS AFFECTING - The testers and/or analysts observed no
impact on call completion as a result of this item, but this is viewed by the
testers and/or analysts as an area for potential confusion during routine or

emergency operatons.

OTHER - This finding was not observed to have direct impact on call
completion or operations, but this anomaly was observed by the testers
and/or analysts and is included here, per NOF guidelines.

DEFERRED FOR FURTHER REVIEW - This observation needs
further investigation before it can be stated as a conclusive finding.
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Network Implication: SERVICE AFFECTING -
POTENTIAL FOR LOST CALLS AND DELAYS

Disposition: The affected supplier has commented to the affected

* carrier that detailed analysis of the messaging collected during the
testing is inconclusive as to determining the cause of the anomaly.
Analysis of the transiations and messaging suggest that the message
would have been sent, but was not observed in the network
management messages captured during the testing. It is possible that the
anomaly is a result of an improper translation, a lost message in the
data collecdon, or some other reason. As such, the affected supplier
has commented that additional testing, either in a stand-alone or
interconnected environment or both will be performed in early
December 1992. If the testing and subsequent analysis result in an
anomaly associated with a network implementation or product, an
Addendum to this report will be issued.
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6.2 Anomalies Related to Varying Impiementations

6.2.1. It appears that gateway screening prevented use of
COO/COA within linkset failures. During execudon of several
tests, it was observed that during changeover and changeback, some
STPs did not respond with the corresponding acknowledgments. For
example, as shown below, in the event of a linkset failure, a COO is
required to take the path shown, however, it was observed that the
COO goes across the B/D-links but fails to continue along the C-links.
This resulted in lost messages on changeover and delayed messages on
changeback. The analysts believe that gateway screening is the cause.
With gateway screening implemented, the screening funcdon will
examine the DPC of certain incoming network management messages
(including COO, COA, ECO, and ECA) to insure that the DPC is that
of the gateway STP or its mate. It was observed that when the DPC
was that of the receiving gateway STP's mate, the message was
discarded. In the case of a link set failure (recovery), attempts to route
the changeover (changeback) messages via an alternate route resulted
in message discard. The consequence of this is that during changeover
any messages in the retransmission or transmission buffer are lost and
during changeback messages are delayed. It was possible that some

~ calls could have been lost and some calls may have been delayed.
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6.2.2. One nerwork cluster-routes and the adjoining network full
point code-routes. With cluster routing in place, TFCs with
DPC or APC incorrectly addressed (member = () were sent;
the incorrect DPCs led to excessive TFPs being returned,
which were ignored. The TFCs with incorrect DPCs (member=0)
were observed when the A-links to a simulator were forced into
congeston and the traffic was originatung from the remote network.
The network experiencing congesuon directed the Transfer Control
messages (TFCs) to the cluster originating traffic instead of the
individual point codes that were originating traffic. These TFCs caused
the remote nerwork to generate TFPs concerning the non-existent
member O; in turn, the TFPs were ignored by the home network. The
TFCs with incorrect APCs (member=0) were observed when the B-
links to the remote network were brought into congestion.

The TFCs sent to nodes in the home network contained the affected
point code (APC) of the remote cluster instead of the destination point
code of the message that put the transmit buffer over the congestion
threshold. The analysts believe that in the small time period that this
occurred, it was possible that some calls could bave been lost. Also,
this condition would prevent the effective use of TFCs in reducing
congestion by shuttng traffic off at the source.

(1) TFC (with incorrect DPC)
‘ "7 3

ns 3

SP
SP ol les

@ congested
link

!'

Network intertace
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Network Implication: SERVICE AFFECTING -
POTENTIAL FOR LOST CALLS

Disposition: The affected supplier has commented that a fix for this
issue will be available in a generic to be released to the field in mid-
1993. Details for this issue are being provided by the supplier to its
customers during December 1992.

6.2.3. One network cluster-routes and the adjoining nerwork full
point code-routes. TFPs and TFRs from full point code-
routed network, with correct member number were ignored.
This occurred when the full point code routed network had failures of
its C-linkset and one or more A-linksets to SPs in that network had also
failed. This resulted in the parual isolaton of a switch. When this
occurred, TFPs and TFRs with correct member number were
generated from the full point code routed network to the cluster routed
network. These messages were ignored because the cluster routed
network did not recognize those member numbers. The analysts
believe that when this happened, many calls were launched toward the
STP that was unable to access the partially isolated switch and calls
were lost.

Network {intacface

Network Implication: SERVICE AFFECTING - DENIAL




11

IITP Phase O Final Report. November 25, 1992

Disposition: The affected supplier has stated that this will be
corrected in a fearure to be available in a generic scheduled for release
in mid-1993. The affected supplier has also stated that it is nodfying its
customers of this concern during December 1992.

6.2.4. re: Test lg, on B-link oscillation, potential anomaly seen
on other (mate) B-Linksets. During the link oscillaton test (test
1.g) for the B-links, it was observed that when the bit error rate was
fixed at either 5 x 10-5 or 8 x 10-5 and waffic was at 40%, one of the
STPs experienced a severe case of receive congestion. The congesuon
was first observed, as expected, on one of the links with the high error
rate. However, unexpectedly, the receive congestion was next observed
on two of the links not being errored. The links were observed to
oscillate between congested and not congested. One of the links went
into and out of receive congestion in excess of 300 tmes during the 5
minute test. This may not be compliant to T1 Standards.

Network Implication: DEFERRED FOR FURTHER REVIEW

Disposition: The affected carriers and suppliers have attempted to
reproduce this effect in off-line testing. Thus far, those artempts have
not resulted in a recreation of the condidons shown. Possible
explanatons include unrecognized conditions with faciliies during the
testing or difficulties by those attempting to recreate the effect in
simulating the Phase O test conditions.

One affected carrier has provided the following comment: "[Carrier
name] can neither agree or disagree. [Carrier name]'s primary
responsibility was to monitor the C and A links. The B links were
secondary, and only the bit-errored link was monitored. Therefore we
have insufficient data on the other B links and would like the test to be
re-run. We think this is important and warrants further investigation
before any action is taken to pursue corrective measures.”

The affected supplier of another affected carrier has provided the
following comment: "While this observaton was under swmdy,
[Supplier name] requested this test be executed in another test effort
between the same suppliers.”
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Further investigation by partcipants is needed to determine whether
the observation during this test can be reproduced As such, all affected
pardes (two carriers, two suppliers and the Hub provider) have agreed
to a retsst in an internetwork lab environment in a final attempt to
recreate this conditon. This testing is scheduled for early December
1992. If the tesdng and subsequent analysis result in an anomaly
associated with a network implementation or product, an Addeandum to

this report will be issued.

6.3 Node Observations

63.1. 3 SPs each did not send COA or ECA if linkset failed AND
COO is senz. This situaton occurred when an A-link set from an SP
to0 an STP failed and a COO was sent via the C-link and the mate STP.
The analysts believe that time controlled diversions took place, but in
the small time period before that happened, it was possible that some
calls could have been lost and some calls may have been delayed
(messages in the transmission and retransmission buffers could possibly

be discarded).

[ 114

sP -

tailed
inkset |

Network Implication: SERVICE AFFECTING - DELAYS
and POTENTIAL FOR LOST CALLS
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Disposition: More than ope supplier's products were observed to
have this occur. As a result of this finding, at least one supplier had an
open customer service request. Further investigaton into the cause of
this resulted in recognituon of missing or erroneous data in the SPs'
data fills relaave to existence of alternate routes and/or load sharing
capabiliues. It is important to recognize that verificadon of the
associated translauons can be difficult and tme-consuming, but is
essendal (crigcal) in the event that alternate routes become necessary.
The affected carriers recommend that carriers pay special attention to
verifying the existence of alternate routes so as to avoid the situatons
observed in this tesung.

6.3.2. SP sends TFx messages. The STPs and not the SPs have the
function of generating TFx (TFP, TFR, and TFA) messages. During
Phase 0, we saw one SP generating these messages. Although this did
not cause addidonal problems in Phase O, it is possible that these
messages might cause problems in other configurations. The analysts
believe that this has potental for leading to an operations issue in other
interoperability environments and could cause confusion for operations
when attempting to diagnose or resolve other problems.

Network Implication: POTENTIAL IMPROVEMENT
(IMPLEMENTATION) and OPERATIONS AFFECTING

Disposition: Discussion with representatives to T1 indicate that this is
pon-compliant to current Standards. The affected supplier has provided
the following input to the affected carrier on November 19, 1992
relative to this item: "This letter is to inform you that [supplier name]
has notified all of our current customers that have an SS7 end node
product of an item that was discovered during IITP testing. This Item
is described in {reference to correspondence from affected carrier to
affected supplier].

"Based upon [supplier name]'s current development schedule, a
soludon to this item is scheduled for delivery 2Q1993.”

6.3.3. STP sends TFR then TFP on C-links when route fails.
Note: T11 not implemented and all TFRs (A- B- and C-links)
are sent before TFPs. This situadon occurred when one A-link
from an SP to an STP failed. It may be related to the non-
implementation of the T11 tmer in one or more of the STP pairs. The
implicadon may be some confusion as a result of the message

sequencing.
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817
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Networkiinterface

Network Implication: OTHER

Disposition: One affected supplier has stated to the affected carrier
that the T11 dmer implementaton is optional and is not presently
supported by its STP product. Further clarification of T11
requirements needs to be addressed in the Standards before
implementation is recommended.

Another affected carrier provided the following comment, which
includes a response from their affected supplier (section b, below):
"(a) The T11 timer is not presently supported by [the affected
carrier]'s STP supplier, [Supplier name].

"(b) [Supplier name] RESPONSE: [Supplier name] feels that the
procedures defined for T11 are too vague. The T11 will work very
well for a small number of short duration linkset failures. If there is a
large number of linkset failures then T11 could be detrimental by
driving the alternate route (C linkset) into congestion. T11 will only be
an asset in a large failure if there is no chance of driving the alternate
route into congeston.
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"If the TFR is not broadcast and the C linkset is driven into congestion
and results in TFCs being sent to the SPs, the resulting ISUP load could
cause more harm to the petwork than the controlled rerouting. The
controlled reroutng is hidden from user parts while TFC is not The
existing procedures provide a method to not start T11 for danger of
congesuon.

"If the alternate "C linkset" does get into congestion there are no
procedures for aborting T11.

"[Supplier name] plans to bring a contribution to standards addressing
issues on T11.

"(¢) [Carrier name] does not think T11 is a critical issue, but is
continuing investigation of the issue.

"(d) [Carrier name] will consider an upgrade if or when the feature
becomes available from [Supplier name]}.” _

- 6.3.4. Optional timer T1l not implemented in two pairs of STP
(used for TFR timers). This situation occurred when link failure
resulted in a restricted route from an STP. This results in the
immediate sending of TFRs and remote nodes rerouting instead of
delaying the action for T11.

Network Implication: OTHER

Disposition: One affected supplier has stated to the affected carmier
that the T11 timer implementation is optional and is not presently
supported by its STP product. Further clarification of T11
requirements needs to be addressed in the Standards before
impiementation is recommended.

Anpother affected carrier provided the following comment, which
includes a response from their affected supplier (secton b, below):
"(a) The T11 dmer is not presently supported by [the affected
carrier]'s STP supplier, [Supplier name].
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"(b) [Supplier name] RESPONSE: [Supplier name] feels thar the
procedures defined for T11 are too vague. The T11 will work very
well for a small number of short duraton linkset failures. If there is a
large number of linkset fajlures then T11 could be demimental by
driving the alternate route (C linkset) into congeston. T11 will only be
an asset in a large failure if there is no chance of driving the alternate
route into congeston.

"If the TFR is not broadcast and the C linkset is driven into congesuon
and results in TFCs being sent to the SPs, the resulting ISUP load could
cause more harm to the network than the conmolled rerouting. The
controlled rerouting is hidden from user parts while TFC is not The
existing procedures provide a method to not start T11 for danger of

congesuon.

"If the aiternate "C linkset" does get into congeston there are no
procedures for aborting T11.

"[Supplier name] plans to bring a contribution to standards addressing
issues on T11.

"(c) [Carrier name] does not think T11 is a critical issue, but is
continuing investigation of the issue.

"(d) [Carrier name] will consider an upgrade if or when the feature
becomes available from [Supplier name]."

6.3.5. STP (test 1B) did not send all TFAs expected. In one test, the
analysts observed that one STP-pair in one network did not generate all
expected TFAs upon route recovery. The analysts believed that ume
controlled diversions took place, but in the small time period before
that happened, it was possible that some calls could have been lost.

Network Implication: SERVICE AFFECTING
POTENTIAL FOR LOST CALLS
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Disposition: The affected carrier and affected supplier have been
working closely and retesung in attempts to duplicate the test conditions
and results. The affected supplier has also provided the following
comments: "In two test sessions, we have not been able to reproduce the
events reported in this issue. Tesung was performed using the same
generic and databases of IITP Phase 0. Recently, Bellcore shared the
signaling message data associated with this test. This has given us some
further ideas for a subsequent test session planned for the week of 11/9.

"As it stands, we have illustrated the correct functoning of this
capability through 2 of 3 test sessions. We will notfy the customer
about the status of the third test session.”

Subsequently, the affected supplier provided the following comment:
"On November 11, 1992, we had a third test session in an attempt to
replicate this issue. Using the same [STP] generic and translaton base,
we repeated the test utlizing [simulators] to emulate the [affected
carrier]'s end offices. The conditions and methods of the original test
were duplicated, but all TFAs were sent to the proper locatons when
A-links were restored.

"[Supplier name]'s testing has shown the proper operation of the [STP
name] for this test. The final status of this issue is that it cannot be
reproduced.”

Nevertheless, all affected parties (two carriers, two suppliers and the
Hub provider) bave agreed to a retest in an inter-network lab
environment in a final attempt to recreate this condition. This testing is
scheduled for early December 1992. If the testing and subsequent
analysis result in an anomaly associated with a network implementatnon
or product, an Addendum to this report will be issued.
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6.3.6. SP receives TFP followed by TFR on only available route
but still considers the route prohibited. The scenario under test
was ope in which an SP was connected to a mated-pair of STPs (called
STP A and STP B). The A-link from the SP to STP B was out of
service and the B/D links from STP A to the adjacent network were
out of service. A TFP, followed much later by TFRs were generated
from STP A toward the SP, and the SP responded with RSP (route set
prohibit) messages. The SP considered the route prohibited (it should
have been considered resmicted) and the SP would not route calls on its
one remaining A-link. The analysts believed that calls were lost during
the duradon of this condition. This was verified by the inability to

complete calls during the testung.

\V4

SP

X - tailed |
linkset .

Network Implication: SERVICE AFFECTING - DENIAL

Disposition: The affected carrier received the following response
from the affected supplier: "[Supplier name] acknowledges ... there is a
problem handling Transfer Restricted messages when a Transfer
Prohibited message has been previously received for the same route
(i.e., once a Transfer Resticted message is received, the route should
be updated to reflect the availability of the route). The [product pame]
continued sending Route Set Test messages concerning the prohibited
route for which it had previously received a Transfer Prohibited.
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"From our perspective, this issue has been acknowledged and will be
addressed by way of a software fix or work-around within the standard
interval based on priority, e.g., 30 days for service affecting problems
or 90 days otherwise from the date the problem was reported to our
Technical Assistance Center. Also, if found to be service affecting, a
Technical Assistance Center bulledn will be issued to our customer
base as soon as possible.”

On November 24, 1992, the affected carrier received the following
from the affected supplier: "A software work-around in the form of a
patch has been developed and tested and is being prepared for release
to the field. In the meanwhile, a bulledn has been issued to our
customers to inform them of the condition. A permanent software fix
will be incorporated into our planning process for an upcoming
software release.”

The affected supplier has not provided a customer notification
schedule. :

6.3.7. SP sends incorrect RCT for TFC(2) and sends RCT(2)
instead of RCT(1). Also, does mot reset congestion level in
response to subsequent TFCs until after RCT(0). During the
congestion test (test 2a), one SP was observed to send route congestion
test messages (RCTs) with a priority higher that expected (congeston
‘level was 2 and priority 2 was sent). Also, the SP sent the subsequent
RCTs with priority reduced by one, regardless of intermediate TFCs.
The RCT's priority was reset to 2 after a RCT of priority 0 was sent.

Network Implication: SERVICE AFFECTING -
POTENTIAL FOR LOST CALLS and POTENTIAL
IMPROVEMENT (IMPLEMENTATION)



- - 20

IITP Phase 0 Final Repont. November 25, 1992

Disposition: The affected supplier provided the following comment
to the affected carrier: "Currently we are analyzing the data from the
protocol analyzer received from you and have scheduled lab tdme to
reproduce the problem you have described. In reviewing our
functional specification and discussing the issue with our developers,
there appears to be a conflict with our understanding of the issue and
vour observations. We will update you when we have progressed
further in our investigation. If a software fix or work-around is
needed, we will provide a patch or suitable instructions to the field
within the standard interval based on priority, e.g., 30 days for service
affecting problems or 90 days otherwise from the date the problem
was reported to our Technical Assistance Center. Also, if found to be
service affecting, a Technical Assistance Center bulletin will be issued

to our customer base as soon as possible.”

On November 24, 1992, the affected carrier received the following
from the affected supplier: "[Supplier name] acknowledges the
correctness of the observation and agrees that this is not a serious
service affecting problem, since it only has a potential for lost calls.
Nevertheless, a software work-around in the form of a patch is being
developed and will be released to the field as soon as possible. A
permanent software fix will be incorporated into our planning process
for an upcoming software release.”

6.3.8. In test 3a, no TFx was observed from STP to intra-
network SP (this potentially is a transilations issue.. TFxs
observed were destined for other network, not locally).

Network Implication - DEFERRED FOR FURTHER
REVIEW
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Disposition: The affected supplier has commented to the affected
carrier that detailed analysis of the messaging collected during the
testing is inconclusive as to determining the cause of the anomaly.
Analysis of the translatdons and messaging suggest that the messages
would have been sent, but were not observed in the network
management messages captured during the testing. It is possible that the
anomaly is a result of an improper translation, a lost message in the
data collecdon, or some other reason. As such, the affected supplier
has commented that additional testing, either in a stand-alone or
interconnected environment or both will be performed in early
December 1992. If the tesding and subsequent analysis result in an
anomaly associated with a network implementation or product, an

Addendum to this report will be issued.

6.3.9. SP sends RSx messages to its STP about itself. In some link
failure scenarios, the analysts observed that an SP would send messages
to an STP about itself (the SP).

Network Implication: POTENTIAL IMPROVEMENT
(PROTOCOL) and OPERATIONS AFFECTING

Disposition: Affected supplier has provided the following comment:
"We recognize this as a problem in the version of the [product]
sofrware which was used in the ITTP tests. The version of software
used was [noted version number]. As this is a recognized problem in
the [SP], it has been corrected and validated in the current [SP] offered
by [supplier name] in the [revised product name]." :

The supplier also indicates that all customers using that parucular
product have received updated versions of the software to resolve this

issue.

6.4 Anomalies Related to Recent Changes in Standards or
Requirements

This section includes discussion of items observed in one or more, but not all
network implementations. Each of these items has been discussed in great detail
with authors/editors of Standards and requirements. In each case, the Standards
and/or requirements have recently been revised and agreed to (although they may
not have completed letter ballot) and as such, each of the anomalies observed
reflects differing implementation schedules by suppliers and/or carriers. It is
important to note that products performing as detailed below meet recently
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(within a few months) issued criteria or nearly issued Standards. Products not
performing as detailed below meet earlier versions of requirements or Standards.
It is important to recognize that the "Network Implications" result from the
current variations in implementations and are expected not to be of concern, as
full implementadon is put in place. Note also that because full implementaton is
underway, no Disposition is suggested for the items.

6.4.1. TFx messages sent from Network X to Nerwork Y re:
Network Y.

Network Y Network X

317 W
B Lﬁ

B9

= failed
= }X linkset
= d

On B linkset failure, TFR followed by TFP sent from Y(0)
to X(1) re: X(0).

Network Y broadcasts TFA followed by TFP to Network X
re: Network X on C-Link restoral with B-linkset
unavailable.

STP sends TFA then TFP to X about X on link recovery.

These situations appear to be related to broadcast of TFx
implementatons. The analysts believe that these situations were
consistent with the protocol but could cause confusion for operations
when attempting to diagnose or resolve other problems. Recent updates
to Bellcore requirements clarify when such messages should be sent.
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Network Implication: POTENTIAL IMPROVEMENT
(PROTOCOL), POTENTIAL IMPROVEMENT
(IMPLEMENTATION), and OPERATIONS AFFECTING

6.4.2. STP employs 'bounce suppresser’’ on links (to avoid
multiple link bounces). During oscilladons tests (tests 1f and 1g),
we attempted to insert three three-second link corruptions, separated
by ten seconds. These oscillations were induced either on A-links (test
1f) or B/D-links (test 1g). One STP-pair was observed to have a
"bounce suppresser” built in that would take the affected links out of
service for a short time period (one minute) when one of the STPs
observed a link failure for a second time within a short (but defined)
period of dme.

Network Implication: POTENTIAL IMPROVEMENT
(PROTOCOL)

6.4.3. STP takes its links OOS after 30 seconds of congestion a:
the same level During congestion tests (tests 2a through 2c), the
scripts called for attempting to maintain congestion levels for several
minutes. It was observed that one STP-pair had a built-in mechanism
that would take the affected links out of service when it observed
congestion remaining at the same level for thirty seconds.

Network Implication: POTENTIAL IMPROVEMENT
(PROTOCOL)

6.4.4. Different degrees of cluster routing/management
implementation observed. This item is intended as a note that not
all STPs/networks were at the same degree of implementation of
cluster routing and management. As such, it is possible for a camier
with more than one implementation to have differing reactions in
different implementations. These reactions would be due to different
degrees of cluster routng and management in place. Suppliers have
announced their time schedules for full impiementation.

Network Implication: POTENTIAL IMPROVEMENT
(IMPLEMENTATION)
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7. Date Final Analysis Due

As stated in the IOTP documentation, the final analysis is due 10-13 weeks
following completon of testing. Because testing ended on September 4, 1992, the
preliminary report is due from November 13, 1992 to December 4, 1992. To
accommodate meeting this schedule, comments to this report should be provided
to affected carriers by November 6, 1992.

8. General Comments on Test Activity

Because of several problems found in the pre-test set-up, it was agreed that
testing would be extended to a four week period (originally scheduled for a three
week period). As such, the completion date of testing moved forward one week.

9. Acronyms and Abbreviations

ANSI American National Standards Institute

APC Affected Point Code

AT Access Tandem

CBA Changeback Acknowledgment

CBD Changeback Declaration

COA Changeover Acknowledgment

COO Changeover Order

DPC Destination Point Code

ECA Emergency Changeov& Acknowiedgment
ECO Emergency Changeover Order

EO End Office

oTp Internetwork Interoperability Test Plan Commitee
XC Interexchange Carrier

LEC Local Exchange Carrier
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NOF Nerwork Operadons Forum
0OO0S Out Of Service

RCT Route Congesdon Test
RSP Route Set Prohibited

RST Route Set Test

RSx Route Set-type messages
SCP Signaling Control Foint
SP Signaling Point

SS7 Signaling System 7

STP Signaling Transfer Point
TEA Transfer Acknowledgment
TFC Transfer Control

TFP Transfer Prohibited

TFR Transfer Restricted

TFx Transfer-type messages
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Network Reliability Industry Initiatives

Focus Area: Signaling System

Doc. No. Version
Tople Industry Issue No. No. and Title DBrief
Group Standards No. Date Description
Network Reliability
Performance
Objectives
Bellcore| TR-NWT-000082 14, 12/92 |Signaling Transfer Point|STP reliability requirements
Generic Requirements
Bellcore| TR-NWT-000246 |[I2,R2, 12/92|SS7 Protocal Specification Protocal enhancement for
more robust CCS networks
Bellcore| TR-NWT-000600 12, 10/92 |Common Channel Signaling [CCS reliability requirements
for switching offices
Bellcore| SR-NWT-000821 13,12/90 |[Field Reliability | Generic guidelines for
Performance Study |conducting field
Handbook performance studies
Bellcore TR-TSY-000029 11,6/90 |Reliability and Quality |Bellcore's view of generic
Measurements for |requirements regarding
Telecommunications supplier measurements
Systems (RQMS)
Bellcore TR-TSY-000920 I1,R1,6/92 |Reliability & Quality |Bellcore's view of generic
Measurements for |requirements regarding
Telecommunications supplier measurements
Systems (RQMS)
Bellcore TR-TSY-000029 11,51, 3/91 |Reliability & Quality |Belicore’s view of generic
Measurements for |requirements regarding
Telecommunications supplier measurements
Systems (RQMS) RQMS

Performance Report

€1 xTpuaddy



Network Reliability Industry Initiatives

Focus Area: Signaling System

Doc. No. Version
Topic Industry Issue No. No. and Title Brief
Group Standards No. Date Description
Network Reliability
Performance
Objectives
Bellcore TR-NWT-001245 |11, 6/92 |CCS Node Requirements to|Provides requirements for
Support Routing|implementation of MTF and
Verification Tests SCCP routing tests
Bellcore TR-NWT-001272 |11, 9/92 |Gateway STP Local Message|Provides requirements for
Screening Test Capability |testing the gateway
Generic Requirements screening tables in the
gateway STPs
Comm T1 T1.403 89 Carrier to Customer
Installation, DS1 Metallic
Interface Specification
Comm T1 T1.404 89 Customer Installation-to- |DS3 Metallic Interface
Network Specification
Comm T1 T1.408 90 ISDN Primary Rate Customer Installation
Metallic Interfaces, Layer 1
Specification
Comm T1 T1.601 92 ISDN Basic Access Interface
for Use on Metallic Loops
for Application at the
Network Side of NT, Layer
1 Specification
Comm T1 T1.008 91 ISDN Basic Assess Interface
for S and T Reference
Points - Layer 1
Specification




Network Reliability Industry Initiatives

Focus Area: Signaling System

Doe. No. Version
Tople Industry Issue No. No. and Title Brief
Group Standards No. Date Description

Network Reliability
Performance
Objectives

Comm T1|Tt Committee| 3/80 |The Performance of AMI

Technical Report #2 Signals Through B8ZS

Optional Equipment Across
Network Boundaries

ANSI

T1A1.2/93-015

2/93

Draft Proposed Technical
Report on Network
Survivability Performance,
Project T1Q1/90-004R2

Survivability as a function
of architecture

ANSI

T1S1.3/92-11212R1

11/92

Report to the Signaling
Network Systems (SNS)
Committee on SS7 Network
Architecture Evaluations
and Protocol Enhancements

CCS architecture and
protocal enhancements for
CCS network robustness

ANSI

T181.3/92-10203WD

10/92

Evaluation of various A-link
Concentrator
Interconnection
Architectures

CCS interconnection
arrangement for reliability

ANSI

T181.3/92-10208WD

10/92

Evaluation of Logical STP
Architectures

CCS architecture analyses
for robustness

ANSI

T151.3/93-02112

2/93

Signaling Network Systems
Prioritization of Recent
Protocal Enhancements

SNS initiated meeting and
results for uniform industry
deployment




Network Reliability Industry Initiatives

Focus Area: Signaling System

Doc. No. Version
Topic Industry Issue No. No. and Title Brief
Group Standards No. Date Description
Network Reliability
Performance
Objectives
National National Reliability| 11/92 |Talk on E-Links and|Talk on use of E-links to
Engineering|and Survivability Survivability improve CCS  Network
Consortium |Conference reliability
IEEE Special Issue of JSAC| in 93 |Performability Impacts of|lmpacts of AIN on CCS
ccCs Performance |performance
Objectives
Bellcore WCF Talk 2/92 |Bellcore Activities in]CCS testing and protocal
Response to 1991 CCS|enhancement activities
Faijlure




Network Reliability Industry Initiatives

Focus Area: Signaling System

Doc. No. Version
Tople Industry Issue No. No. and Title Brief
Group Standards No. Date Description
Network
Architecture and
Design
Bellcore | TR-NWT-000078 13,12/91 |Generic Physical Design|Dellcore’s view of minimum
Requirements for |generic physical design
Telecommunications requirements for
Products and Equipment telecommunication products
Bellcore| TR-NWT-000246 |12,R2, 12/92|SS7 Protoeal Specification Protocal enhancement for
more robust CCS networks
Bellcore | TR-NWT-000332 14,9/92 Reliability Prediction{Contains the recommended
Procedure for Electronic|parts count, laboratory and
Equipment field tracking methods for
predicting and measuring
hardware reliability
Bellcore TR-TSY-000357 11,12/87 |Generiec Requirements for|Defines practices for
Assuring the Reliability ofjequipment  suppliers to
Components Used in|ensure satisfactory
Telecommunication component reliability
Equipment
Bellcore SR-TSY-0003856 11,6/86 |Bell Communications]A tutorial on reliability
Researchitecture Reliability {concepts and methods
Manual
Bellcore| TR-NWT-000870 11,2/91 |Electrostatic Discharge|Bellcore’'s minimum generic
Control in the Manufacture|requirements for controlling
of Telecommunications|electrostatic dischange

Equipment and Component

during manufacture
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Doc. No. Version
Topie Industry Issue No. No. and Title Brief
Group Standards No. Date Description
Network
Architecture and
Design
Bellcore TR-TSV-000006 11, 7/91 |Common Channel Signaling
(CCS) Network Interface
Specifications Operations
Guidelines (Section 8)
Bellcore TR-NWT-000930 {11,12/90 |Generic Requirements for|Bellcore’s minimum generic
Hybrid Microcircuits Used|physical design and
in Telecommunicationsjreliability assurance
Equipment requirements
Bellcore SR-TSY-001130 11,6/89 |Reliability and System|Describes the Bellcore RSAT
Architecture Testing procedure on circuit
switching systems
Bellcore SR-TSY-001171 11,1/89 |[Methods and Procedures for|Outlines the general
System Reliability Analysis |methods and procedures
Bellcore uses to predict
hardware reliability
Bellcore SR-NWT-002419 |11,12/92 |Software Architecture|Bellcore's view of SAR
Review Checklists methodology and checklists
Comm T1 T1.401 88 Interface Between Carrier|Analog Voicegrade Switched
and Customer Installations |Access Lines Using Loop-
Start and Ground-Start
Signaling
Comm T1 T1.403 89 Carrier to Customer
Inataliation, DS1 Metallic
Interface Specification
Comm T1 T1.404 89 Customer Installation-to- |DS3 Metallic Interface
Network Specification
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Focus Area: Signaling System

Doc. No. Version
Topie Industry Issue No. No. and Title Brief
Group Standards No. Date Description
Network
Architecture and
Design
Comm T1 T1.406 89 Interface Between Carriers]Analog Voicegrade Switched
and Customer Installations |Access Using Loop Reverse
Battery Signaling
Comm T1 T1.407 920 Interface Between Carriers|Analog Voicegrade Special
and Customer Installations |[Access Line Using Customer
Installation Provided Loop-
Start Supervision
Comm T1 T1.408 90 ISDN Primary Rate Customer Installation
Metallic Interface, Layer 1
Specification
Comm T1 T1.409 91 Interface Between Carriers|Analog Voicegrade Special
and Customer Installations |Access Using E&ZM Signaling
Comm T1 T1.410 92 Carrier to Customer |Digital Data at 84kbit/s and
Metallic Interface Subrates
Comm T1 T1.601 92 ISDN Basic Access Interface
for Use on Metallic Loops
for Application at the
Network Side of NT, Layer
1 Specification
Comm T1 T1.606 o1 ISDN Basic Access Interface
for S and T Reference
Points, Layer 1 Specification
Comm T1/| Technical Report #2| 3/80 |The Performance of AMI

Signals Through B87ZS
Optional Equipment Across
Network Boundaries
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Doc. No. Version
Tople Industry Issue No. No. and Title Brief
Group Standards No. Date Description
Network
Architecture and
Design
ANSI T1A1.2/93-016 2/93 |Draft Proposed Technical|A study of survivability for
Report on Network |different network
Survivability Performance,|architectures
Project T1Q1/90-004R2
ANSI | T1S1.3/92-10208WD | 10/92 |Evaluation of Logical STP|CCS architecture analyses
Architectures for robustness
ANSI | T1S1.3/92-11212R1 | 11/92 |Report to the Signaling
Network Systems (SNS)
Committee on SS7 Network
Architecture Evaluations
and Protocol Enhancements
ANSI T181 Congestion in SS7 networks
CCITT Study Group Il Survivable architectures
CCITT | Study Group XV Survivable architectures
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Doc. No. Version
Topie Industry Issue No. No. and Title Briefl
Group Standards No. Date Description
Network
Interconnection and
Interoperability
Bellcore| TR-NWT-000246 12,2, 12/92|SS7 Protocal Specification  |Protocal enhancement for
more robust CCS networks
Bellcore TR-EOP-000352 11,6/86 |Cellular Mobile Carrier
Interconnection
Transmission Plans
Bellcore| TR-NWT-000090 11, 3/91 |IC/INC Interconnection FSD
20-24-0000 SPCS
InterLATA
Carriers/International
Carriers
Bellcore TR-TSV-000906 I1,7/91 }(Common Channel Signaling
(CCS) Network Interface
Specifications Operations
Guidelines (Section 8)
Bellcore | SR-NWT-001944 11,1/92 |Common Channel Signaling
Interoperability Analysis
Program
Bellcore| SR-NWT-002371 I1,7/92 |{Signaling Transfer Point

(STP) Technical Audit and
Interoperability Analysis
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Doc. No. Version j
Topic Industry Issue No. No. and Title Brief
Group Standards No. Date Descriptlion
Network
Interconnection and
Interoperability
Comm T1 T1.401 88 Interface Between Carrier|Analog Voicegrade Switched

and Customer Installations |Access Lines Using Loop-
Start and Ground-Start

Signaling
Comm T1 T1.403 89 Carrier to Customer
Installation, DS1 Metasllic
Interface Specification
Comm T1 T1.404 89 Customer Installation-to- |DS3 Metallic Interface
Network Specification
Comm T1 T1.405 89 Interface Between Carriers|Analog Voicegrade Switched

and Customer Installations |Access Using Loop Reverse
Battery Signaling

Comm T1 T1.407 90 Interface Between Carriers|Analog Voicegrade Special
and Customer Installations |Access Line Using Customer
Installation Provided Loop-
Start Supervision

Comm T1 T1.408 90 ISDN Primary Rate Customer Installation
Metallic Interfaces, Layer 1
Specification

Comm T1 T1.409 91 Interface Between Carriers|Analog Voicegrade Special
and Customer Installations |Access Using EZM Signaling
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Doc. No. Version
Topie Industry Issue No. No. and Title Brief
Group Standards No. Date Description

Network
Interconnection and
Interoperability

Comm T1 T1.410 02 Carrier to Customer |Digital Data at 64 kbit/s

Metallic Interface and Subrate
Comm T1 T1.601 02 ISDN Basic Access Interface

for Use on Metallic Loogs
for Application at the
Network Side of NT, Layer
1 Specification

Comm T1 T1.6056 91 ISDN Basic Access Interface
for S and T Reference
Points, Layer 1 Specification
Comm T1 |T1 Committee| 3/89 |[The Performance of AMI
Technical Report #2 Signals Through B8ZS

Optional Equipment Across
Network Boundaries

Comm T1 |T1 Committee| 06/90 [Carrier to Customer
Technical Report #6 Installation Interface
Connector Wiring
Configuration Catalog
Industry |Telephony and| b5/92 |The SS7 Summit Interconnection and

Conference | Bellcore regulatory matters discussed
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Doc. No. Version
Topie Industry Issue No. No. and Title Brief
Group Standards No. Date Description
Network
Management

Bellcore TR-NWT-001308 |11, 12/92|CCS Network Maintenance|Provides requirements for
Generic Requirements: |forcing a link out of service
Manual Controls to Force a
Signaling Link  Out-Of-
Service

Bellcore TR-NWT-001321 |I1, 12/92|Generic Requirements for|Provides requirements for
Priority Processing of i[messaging during overload
Surveillance Messages at|conditions
CCS Nodes Under Overload

Comm T1 T1.403 89 Carrier to Customer
Installation, DS1 Metallic
Interface Specification

Comm T1 T1.404 89 Customer Installation-to- |DS3 Metallic Interface
Network Specification

Comm T1 T1.408 90 ISDN Primary Rate Customer Installation

Metallic Interfaces, Layer 1
Specifleation
Comm T1|T1 Committee| 3/89 |The Performance of AMI

Technical Report #2

Signals Through B8ZS
Optional Equipment Across
Network Boundaries




Network Reliability Industry Initiatives
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Doc. No. Version
Topic Industry Issue No. No. and Title Brief
Group Standards No. Date Description
Operations,
Administration,
Maintenance
Belleore| TR-TS8Y-0008156 13, 11/89 |Network Element (NE)
Memory Administration -
NE Operations Security
Bellcore] SR-NWT-000821 13,12/90 |Field Reliability | Generic guidelines for
Performance Study |conduecting fleld
Handbook performance studies
Bellcore| TR-NWT-000835 13, 1/93 |Operations Technology
Generic Requirements
(OTGR): Network Element
and Network Security
Administration Messages
Bellcore TR-TSY-000929 11,6/90 |[Reliability and  Quality |Bellcore's view of generic
Measurements for |requirements regarding
Telecommunications supplier measurements
Systems (RQMS)
Bellcore TR-TSY-000929 11,R1,5/92 | Reliability & Quality |Bellcore's view of generic
Measurements for |requirements regarding
Telecommunications supplier measurements
Systems (RQMS)
Bellcore TR-TSY-000929 11,51, 3/91|Reliability & Quality |Bellcore’'s view of generic
Measurements for |requirements regnrding
Telecommunications supplier measurements
Systems (RQMS) RQMS

Performance Report
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Doc. No. Version
Topic Industry Issue No. No. and Title Brief
Group Standards No. Date Description
Restoration and
Recovery
Bellcore TR-NWT-001308 |11, 12/92|CCS Network Maintenance|Provides requirements for
Generic Requirements:|forcing a link out of service
Manual Controls to Force a
Signaling Link  Out-Of-
Service
Bellcore TR-NWT-001321 |11, 12/92|Generic Requirements for|Provides requirements for
Priority Processing of | messaging during overload
Surveillance Messages at|conditions
CCS Nodes Under Overload
Comm T1 T1.403 89 Carrier to Customer
Installation, DS1 Metallic
Interfaces Specification
Comm T1 T1.404 89 Customer Installation-to- |DS3 Metallic Interface
Network Specification
Comm T1 T1.408 90 ISDN Primary Rate Customer Installation
Metallic Interfaces, Layer 1
Specification
Comm T1 T1.601 92 ISDN Basic Access Interface
for Use on Metallic Loops
for Application at the
Network side of NT, Layer 1
Specification
Comm T1 T1.606 01 ISDN Basic Access Interface
for S and T Reference
Points-Layer 1 Specification
ANSI T1S1 Congestion in SS7 networks
CCITT Study Group IV Restoration studies
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Doe. No. Version
Topie Industry Issue No. No. and Title Brief
Group Standards No. Date Description
Operations,
Administration,
Maintenance
Comm T1 T1.601 92 ISDN Basic Access Interface
for Use on Metallic Loops
for Application at the
Network Side of NT, Layer
1 Speciflication
Comm T1 T1.605 01 ISDN Basic Access Interface
for S and T Reference
Points-Layer 1 Specifieation
Comm T1|T1 Committee| 3/89 |The Performance of AMI

Technical Report #2

Signals Through B8ZS
Optional Equipment Across
Network Boundaries
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Doc. No. Version
Topie Industry Issue No. No. and Title Brief
Group Standards No. Date Description
Operations,
Administration,
Maintenance
Bellcore SR-TSY-000003 11,4/80 |Network Switching Element|Procedures to monitor the
Outage Performance|performance of a
Monitoring Procedures telecommunication network
Bellcore TR-NWT-0013068 |11, 12/92|CCS Network Maintenance
Requirements: Manual
Controls to Force a
Signaling Link Out-Of-
Service
Bellcore TR-NWT-001316 |I1, 12/92|Generic Requirements for|Provides requirements for
Improved CCS8 Trouble|detection and reporing of
Reporting additional failure modes
Comm T1 T1.403 89 Carrier to Customer
Installation, DS1 Metallic
Interface Specification
Comm T1 T1.404 89 Customer Installation-to-|DS3 Metallic Interface
Network Specification
Comm T1 T1.405 89 Interface Between Carriers|Analog Voicegrade Switched
and Customer Installations |Access Using Loop Reverse
Battery Signaling
Comm T1 T1.408 90 ISDN Primary Rate Customer Installation
Metallic Interfaces, Layer 1
Specification
Comm T1 T1.410 92 Carrier . to Customer

Metallic Interface

Digital Data at 64 kbit/s
and Subrates
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Doc. No. Version
Topie Industry Issue No. No. and Title Brief
Group Standards No. Date Description
Human Factors
Design
Bellcore TR-TSY-000439 OTGR User System
Interface. Section 10.1
Comm T1|T1 Committee| 6/90 |Carrier to Customer
Technical Report #6 Installation Interface
Connector Wiring

Configuration Catalog
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Doe. No. Version
Tople Industry Issue No. No. and Title Brief
Group Standards No. Date Description
Survivability Analysis
Models and Tools
Bellcore SR-TSY-001130 11,6/89 Reliability and System
Architecture Testing
Bellcore SR-TSY-001171 11,1/89 Methods and Procedures for
System Reliability Analysis
Bellcore SR-TSY-001547 11, 1/90 The Analysis & Use of
Software Reliability &
Quality Data
Bellcore] SR-NWT-002419 11,12/92 Software Architecture|Bellcore’s view of SAR
Review Checklists methodology and checklists
RAM |Proceedings of the|pp. 320-327, 83|Hardware/Software FMECA
Annuasl Reliability
and Maintainability
Symposium
RAM |[Proceedings of the|pp. 274-279, 92| Assuring Software Safety
Annusl Reliability
and Maintainability
Symposium
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Doec. No. Version
Tople Industry lssue No. No. and Title Brief
Group Standards No. Date Description
Network
Security
Bellcore TR-TSY-000816 |11, 11/89|Network Element (NE)
Memory Administration -
NE Operations Security
Bellcore TR-NWT-000835 13, 1/93 |Operations Technology
Generic Requirements
(OTGR): Network Element
and Network Security
Administration Messages
Comm T1 T1.401 88 Interface Between Carriers|Analog Voicegrade Switched
and Customer Installations |Access Lines Using Loop-
Start and Ground-Start
Signaling
Comm T1 T1.407 90 Interface Between Carriers|Analog Voicegrade Specinl
and Customer Installations |Access Lines Using
Customer Installation
Provided Loop-Start
Supervision
Comm T1 T1.409 91 Interface Between Carriers]Analog Voicegrade Specinl

and Customer Installations

Using E&M

Access Lines

Signaling
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Focus Area: Signaling System

Doc. No. Version
Tople Industry Issue No. No. and Title Brief
Group Standards No. Date Description
Regulations
Congress H.R. 4789 4/92 |Telephone Network|This bill  would  have
Reliability Improvement Act|required the FCC to
of 1992 establish and enforce
network reliability
standards (failed to pass in
92)
Congress 8.237 1/93 |[National Network Security|Bill to create NS board to
Board Act of 10903 investigate and make
recommendations regarding
network security and
reliability
Congress S.238 1/83 |Telecommunications Bill to require FCC to
Network Security and|report to Congress network
Reporting Act of 1993 security and relinbility
matters
Industry |Telephony and| 5/92 |The SS7 Summit Interconnection and
Conference|Bellcore

regulatory matters discussed
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1. Executive Summary

In Fzoruarv 1962, a one-vear Tiai of Common Channe! Signaiing (CCS) internet-
work. interoperability iesdng was initated by the Network Operations Sorum
MNOF). That one-vear oial is now compledng and this paper detalls an assess-
—ent of the accompiishments of the mial and suggesdens for moving forward.
Specific tecanical Andings from the tesang are documented separately irom this
zemo. We ntead to assess the CCS Internetwork Testing program annuaily as
the program ‘mproves and moves forward.

The k=v arsas of success during the frst year of the program are based on (1) the
test pardcipants takong advantage of the opportunity o test in a laboratorv-based
mtemeTwork eavironment and (Z) voiunteermg to report test resuits to the enare
‘ncusTy in an expedidous manner. The successes include:

+ A new high level of cooperation was established between suppliers and
carriers - Suppiiers and camers worked cooperanvely to coilect and anaiyzs
data and report on resuits.

« Development of a voluntary, distributed national CCS laboratory - In car-
rving out sach of the first several series of tests, the Internerwork Interopera-
oiiiry Test Plan (IITP) members volunte=red their laboratories and sffecdvely
created a dismiouted nanonal laboratory by the resuiting interconnecdon of
major CCS carrers and suppiiers. If these intertonneznons could cononué,
those voluntesring their faciiines will have made a major step could toward
resoiving vanied CCS interconnecdon issues or probiems as they might arise
n live nerworks.

+ Industrr-generated test scripts targeting CCS network integrity - The
ndusTy has voiuntarily worked iogether I generatung test scripts reiared to
Jecwork interconnecaon. but this is the drst tume thar the indusay worksd
togedher to deveiop scripts that wers used specificaily to idearify potendai
nremerwork weakaesses.

+ Cooperarive test execution - With one company (Beilcore) piaying the cen-
Tal roie as FEub provider and tesang coordinaror, the tests themseives have
Seen ~un cooperatvely, sucsessiuily and spesdily.

« Cooperative probiem resolution - As te apaiysis uncovered probiems with
various squpment ncivded :n the tesang, the affected carmers took responsi-
oiiity Jor workong with their affeczed suppiier(s) :0 bave the issues resoived.
Thus -esoiunon :nciuded suppier/carmer confirmanon of the probiem and
sharmg it and :ts resoiunon DV the affecied suppiler(s) wth their affec:ed cus-
OIZeT Zase.

Appendix 14



e

CCS intermetwork Test Asssssment March 15, 1993

« Test results sharing - The NOF's SS7 Workshop saw a nesd for and then
created a procsss for the appropriate sharing of test results i a time!v manner
across the entire industrv while protecting supplier-specific or carner-specific
proprietary Lnformaron.

« Cooperative venue for CCS test needs - One side benefit to this effort is the
opportunity these meetings provide for off-line discussions of testing
approaches and tesung nesds across companies among technical experts who
might not otherwise have the opportunity to share :nformation.

In assessing the process. we observe that the CCS internetwork program 1s mest-
ing the inten: of the original objectives. Another important objective not n the
original proposal, that is. to Create and utilize an industry-wide mechanism
for (1)lab-oriented. network integrity testing and (2)information sharing
was met. In our view, the objectives set forth above have been largely but not
completely met. The areas of improvement detailed in this assessment are an
attempt to more fuily and cost-effectively meet the oniginal objectives.

Areas for enhancing the testing process and improving the analysis and reporting
processes, including expanding the focus of tesung and reporting beyond basic
petwork integrity tests accomplished through the IITP are discussed in this report
and many are underway. For example, the IITP recenty developed operaung
principles that include enhancing the ITP's capabilities to perform addinonal
reportung functions on behalf of the industry.

The OTP has shown that the industrv can work extremely well together and can.
in a short time span. propose and agres on tests. execute those tests. and analyze
results. The IOTP’s frequent meetngs to resolve these techmical issues have
resulted in extensive gains to the entire industy and should be contnued and
enhanced to further improve productivity and value.

2. Background

On October 4. 1991. in response to concerns regarding nerwork reliability {arising
from recent CCS outages). Bellcore proposed addirional CCS internerwork tesung
bevond that underway at the time. The proposal was forwarded to camers. sup-
pliers. end users and others invoived in Common Channel Signaling (CCS) using
the Signaling Svstem 7 (SS7) protocol. This proposai was generated from a
request made to Bellcore during a special mesting on nerwork reilapuiity called by
the Federal Communicanons Commission ‘FCC) on September 12, 19¢.. The
proposal detailed objectives for any such ‘ntemerwork testing program and sug-
gested oprions for impiementanons. including tesung mn lve networks. ntercon-
necting existing lab faciiines. and buiiding some new lab fac:iines sxpressiv tor
this testing. The proposal also noted that
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Input from all sec:ors of the indusiry is needed 10 jormuiate anc agree
10 the specific tesis. comjigurations. and condirions as fhey reiate 10
internerwork. inmra-network. product-io-produc:. and siang-alone
equipmen: modeling and testing .+

In response to the proposal. the indusmy agres to the nesd for addinonal CCS
internetwork testing without collectnvely agresmng on specific implementations,
tests. or configurations. The industrv’s comments aiso led to the following con-
clusions:

o The mas: feasible near-term approach for Inlernerwork iesmng is 1o
coordinate use of exisnng supplier and carrier (abs

o Industry consensus is needed t0 address standardizarion. schedul-
. N - . ”
ing, coordination and reporting of internerwork tesrmg*']

Bellcore recommended that a one-vear trial be established for implementing
industry-wide internetwork testing. The industrv’s comments directed the imple--
mentation to the Network Operations Forum (NOF), and in January 1992 the
NOF's SS7 Workshop chartered the Internerwork Interoperability Test Plan
(ITTP) committes to develop specific tests. configurations, and conditions relative
to internetwork testing.! Participation in the TP is strictly voluntary.

The OTP bas met frequently since its wmnception. with representanves from all
major carrers. several smaller carriers. network equipment suppliers. test 2quip-
ment suppiiers. Bellcore. and government agencies 1n attendance. The IOTP,
under its SS7 Workshop parent. has focused 1tseif on developing test scnpts and
configurations for lab-oriented tesung targenng CCS network wtegnty. It
identified a configuraton for testing that was felt to provide the best opporrunury
to verify the robustmess of the interconnected CCS networks. The tesung thus far
has besn extensive. Each phase of tesung has been designed to stretch the limits
of network intezritv and has involved an wnrensive muiti-wesk effort of intercon-
nected laboratories. These tests have idennfied several cnncal siruanions that
could impact service or operauons and ail of these have besn addressed rapidly
by affected carmers and suppiiers. The test results are aiso being used to znhance
other tests done in stand-aione and other iess-compiicated configurations. The
OTP is now using the knowiedge zained in 1692 tesung to create new and revise
sxisung tests to be more comprehensive and to provide additional network
Integrnity assurance.

!. Nesds for mura-n2rwork. Jroduci-io-droguct. 2nd stand-alone sguipraznt modaling and
estng wers iawed 58 JULSiGE the Inarter of tuis Froud anc irz not deing adarsssed
oy the mcust 28 2 whnole.

(%]
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3. lITP Accomplishments

The OTP's accomplishments to date directly correiate to there being a coopera-
uve mindset at OTP meenngs. The IITP useif :s a demonstration of how the van-
ous entnes in the indusmy (exchange carmers. interexchange carriers. network
equipment suppliers. and test eguipment suppiiers) can work cooperanvely
toward the common goal of heiping to improve nerwork Integrity.

The OTP's continuing success is predicated on the quality of its work and its abil-
itv to provide a level plaving feid for all participants. The ininal premuse for the
group was that while any enary desiring to parucipate would voiunteer and pay
its own way, the resuits wouid be availabie to all. For the arst year, the cost for
Bellcore's involvement has besn borne fully by its owners.

OTP accomplishments include physical accomplishments (e.g., tests performed
and test scripts and analysis results generated and distributed) and the cooperative
technical exchange of information between interconnected entities. The principal
early accomplishments of the IITP are related to the development of a methodol- '
ogy for the indusoy as a whole to discuss and agree on what tests have the poten-
nal for providing the most technical insight. and then agreement on how those
tests should be performed and the results shared. As a result of these agreements.
the IITP provided the medium for cooperative testing in an off-line environment
between several carriers and suppliers that provided insight into unexpected ser-
vice affecting conditions. This information was expedinously shared across the
industry. Suppliers took direct action by notifving thewr customers of issues and
umeframes for resolution.

Since it first met. the OTP (1) developed a test plan targeting network integrity
together with a generic test configuration. (2) cooperatively impiemented the test
plan three ames ("Phases 0, 1A. and 1B"), and (3) developed Information Shanng
Guidelines,” and (<) a process for sharing test resuits quickly across the mdustury.
This informaton shanng process inciudes notifving carriers of potential service
or operations atfecting conditions and proposed or umplementabie resolutions.
Tesung has been accomplished using a confguration that inciuded a local
exchange carrier interconnected to an interexchange cammer connected to another
locai exchange camer. Each tume. suppiiers suppiemented the carrier labs by pro-
viding their labs to suppiement the carrier labs. The industry-generated scripts
were :mplemented m August 1992 by interconnecnng six supplier and carrier labs
for tesung ("Phase 0") using Beilcore's Hub for interconnecnon and data monitor-
g and collecnon. This set of tests with the same genenc configuration but dif-
ferent carriers and labs has been executed twice more. in October ("Phase 1A™)

. This was accompisned togsther with the NCF's S57 Workshop.
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and November ("Phase 1B™).° Agcain. participants interconnected via Bellcore's
Hub. For this first vear. mdustry participation mn the [ITP has besn pursiv voiun-
tarv with interconnecuion fess being paid for by those who choose to participate.

The Phase O tests were completed over an intensive four-wesk test period. After
the testing, the participants worked together to analyze cooperanvely the data col-
lected during the testing, share those resuits across the indusoy in a umely
manner, and issue a report detailing the observed anomalies and their resolunons.
In order to facilitate rapid sharing of test results, the OTP and SS7 Workshop set
an ambitious reporang schedule. and the test partcipants completed their work
neariy two weeks ahead of that schedule. The Phase ! tests were completed over
a seven-week test period and, just as in Phase 0, the the cooperative analysis pro-

cess resulted in the nmely release of test reports.

Bellcore served as a catalyst for all of this tesung. This process began with the
proposal originated by Bellcore and shared with the industry. The proposal.
together with the industry’s comments, led directly toward the IITP's develop-.
ment and the industry’s developed test cases and test plans. The indusay agresd
to use Bellcore’'s Hub for laboratory interconnections and link monitoring. AS
central test facilitator. Bellcore coordinating the analysis and reporting effort.

The one-year trial period is complete and the IITP participants have completed
three sets of tests thus far. Reports of all thres test sets are complete. The results
have been shared across the industry promptly and have been used to improve
future tests, improve implementations. and simplify operations. A process is also
in place for feedback to those organizanons deveioping industry Standards or
requrements if improvements are found to be nesded there.

4. Assessment

Based on informal feedback provided to NOF and IITP paruc:pants from the
industy, the OTP effort has bezn viewed as successful. The IITP has offered the
indusTv an opportunity ior heliping to assure and umprove internetwork ntegriy
in a way not availabie before. However. any assessment of the CCS Internetwork
Test Plan nesds to be viewed relative to the areas of success for the tesung as a
whole as well as a comparison of the process in place to the objecnves origmally
proposed by Bellcore and agresd to 1n the mndustry.

:. Sc=pts used for Phases 1A and 1B :nciuded updatss based on aRSmDLS 0 2xsTULe
the tasts mn Phase 0.

w
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4.1 Areas of lITP Success

The basic succasses of this CCS Intermetwork Tesung effort stem fror the
cooperarive approaches by ITP attendess and test partcipants. Srecifically.
areas that this test effort have inciuded are

o

« A level playing field - The ITP committes began with the unusual approach

of being chaired by rhree industry representatives reflecung thres different
industry groups. Traditionally, such NOF-based groups have chairs from only
the carrier commumnrty {one local exchange carmner and one mterexchange car-
ner) but considering the necassities of this effort. we began with an addinonal
chair from the suppiier commumry. The IITP holds that all thres groups have
a stake in this effort and throughout 1992. all three groups participated and
showed dedication to the effort. For example, the OTP chairs include an
interexchange carrier (AT&T-Communicatons), a local exchange carrier
(GTE), and a supplier (Northern Telecom in 1952 and DSC Communications
Corporation in 1993).

A new high level of cooperation was set between suppliers and carriers -
Suppliers and carriers worked cooperatively to collect and analyze data and
report on results.

Development of a voluntary, distributed national CCS laboratory - In car-
rving out each of the first several series of tests. the Internetwork Interopera-

bility Test Plan (IITP) members voluntesred their laboratories and effecuvely

created a dismibuted natonal laboratory by the resulting interconnection of
major CCS carriers and suppliers. If these interconnections could conanue.
those voluntesring their facilities will have made a major step could toward
resoiving varied CCS interconnecuon issues or probiems as they might anse
1o live nerworks.

Industry-generated test scripts targeting CCS network integrity - The
industv has voiuntarily worked together in generaung test scripts related to
network interconnection. but this is the first ume that the industry has worked
together to deveiop scripts that were used speciiically to idenufy potennal
internetwork weaknesses. The IITP test scripts. which were cooperanvely
deveioped. are based on real-life scenarios that may or may not have bezn
CCS related. but have been applied to CCS. For example. the tests simulate
faults like cabie cuts and how thev might affect a CCS network. In addition.
the industrv has made these scnpts available publicly with the hope that they
would be used on a reguiar basis.

The procsss for developing test scripts began with suggesnons from IITP par-
tc:pants. The participants then deveioped a document that inciuded toth exe-
curion pians and sxpected results. These publiciy-avaiiabie scripts (used ror
Phases 0. iA. and :B) wmclude expected messagmg, and deviatons from
expected messaging <an easily be found when anaivzing test resuits.
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Knowledge of these deviations :s vital toward maintenance of 557 nerworks.

. Cooperative test execution - With one company (Bellcore) serving the cen-
wal role as Hub provider and tesung coordinator. the tests have besn run
cooperatively. successfully, and speedily. Qur expenrience has shown that
once testing begins, the technical interests and attention of the partcipants
moves the process along smoothly and effectuively. In Phase 0. for sxample.
four intensive weeks of testing led to the discovery of several scenarios with
potential for lost calls. Those scenarios have been addressed by suppiers and
carmers. with affected cariiers quickiv notified.

. Cooperative problem resolution - As the anaiysis uncovered problems with
various equipment inciuded in the testing, the affected carriers took responsi-
bility for working with their suppiier(s) to have the issues resolved. This reso-
lution included confirmaton of the problem and shanng of the problem and
its resolution by those supplier(s) with their affected customer base.

« Test results sharing - The SS7 Workshop saw a need for a process for shar-
ing test results in a timely manner across the entire industry while protecting
supplier-specific or carmer-specific proprietary informaton. They then
defined a process, documented in the SS7 Workshop's "Information Sharing
Guidelines” that was successfullv implemented in ITP testing and served as
the basis for rapid sharing of test results.

« Cooperative venue for CCS test needs - One side benefit to this effort is the

* opportumity these meeungs provide for off-iine discussions of tesung
approaches and tesung nesds. These off-line discussions bave helped com-
panies gain insight into how others in the industry have mmproved their own
processes.

4.2 Original Program Objectives and Their Current Level of Compli-
ance

This section discusses (1) the five objectives that the industrv agreed were necss-
sarv for a CCS internetwork tesung program and {Z) how well this program.
implemented through the IITP, complies with each of the objectuives. The IITP
process is succesding in addressing the intent of the original objecuves. but it 1s
mmportant to recognize that the objectives themselves were not tfully mer by the
impiemented program.

In reviewing the results of thus vear's effort. we recogmzed that a major ITP
accompiishment was that it mer the impiic:t. though unstated. objecuve of

Objective 6: Create and utilize an industry-wide mechanism for (1) lab-
oriented. network integrity testing and 12) information sharing
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Eariv on. the IITP recognized that mesung this objective was criucal to the
program’s success. The IITP implementation fills the void in the industry for a
means by which network integrity concerns can be tested In a realisuc, muiti-
supplier, off-line environment. and then eliminated before live impiementation.
and by which results can be shared rapidly across the industry. The ITTP recog-
nizes that it would be beneficial to enhance the tesung by including addinonal
scenarios, inciuding different tests and different traffic loading condinons.

The proposed objectives for the CCS Internetwork Testing program were:

Objective 1: Facilitate identification and sharing of CCS network vuinerabil-
ities with industry participants and stimuiate Supplier and Car-
rier implementation of corrective actions before product deploy-
ment

Objective 2: Provide Carriers and Service Providers with confidence in the
robustness of new software prior to network integration

Objective 3: Develop a library of possible faults and the appropriate‘
responses

Objective 4: Provide a framework for performing post mortem analyses on
event data

Objective 5: Provide a unique environment to enable suppliers to demon-
strate product reliability and interoperability in a multi-supplier
environment*’

In our view. the objectives set forth above have been largely but not compietely
met. For example. the ITP has a mechanism in place for sharing results from
cooperative testing, however. there is no arrangement in place for tesung ail pro-
ducts in an internetwork savironment before their deployment. In the first phases
of testing, there were some isolated cases of pre-reicased generics being inciuded
in the test beds bur. in general. most product in the test beds had bezn previously
deploved.! We observed that sofrware robusmess was tested. but oniy to the
sxtent of the network :mrtegritv scripts developed by the IITP in an mternerwork
environment (the scripts for Phases 0. 1A. and 1B did not target sofrware robust-
ness directly).

The OTP has deveioped a librarv of faults and responses by the nature of its test
scripts. The scripts form the basis of a librarv that are available to the entire
mdustrv. Those scnipts (1) provide ways to induce faults and then (2) detailed

2 Thas limeied amount of LaD szuiprment bemng made avadabie for IITP pracluded tsting
peing tmites 1o ONLY sre-raiedsea squiprmaal
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expected messaging and offer a recovery swategy. The induced fauits are based
on real life observatons of potential faults that couid appiy to CCS and the scripts
are wrirten such that thev couid be reused m other testing. The librarv’s utiiry
could grow by further sxamining the network’'s abilitv to seif-correct when taults
are induced and examining the effects of opnons avauabie to nerwork operators to
manually recover. It would be of great benefit to have the library address each of
these areas:

1. nporification - through surveillance. aiarms. and other means. the nerwork
operators nesds to te made aware of a potentially negative condinon occur-
nng in the network. This has been addressed as conformancs of zvents to
predicted conditions.

(38

containment - the ability of the network to "contamn” or minimize the fault.
and in so doing to isolate it. and/or the affected elements of the nerwork,
away from the whole or "well" parts of the network.

3. diagnostic ability - the ability of the network to "heal itself” in such a way’
so as to nodfy the network operator via maintenance channels or other
means what has to be done to correct the fault. At a mimmum. the protocol
exchange should be used as a guide for thus notificanon.

4. reconfiguration - the ability of the nerwork to realize that a problem exists.
and to reconfigure irself around the fauit. including the abiliry to recover of
rerurn to the normal configuration after the fauit has been "healed.”

It is expected that tests developed and executed in 1993 will berter account for the
aspects detaiied above.

Because major internetwork outages have not occurred in 1992. it 1s difficuit to
say conclusively that we have mn piace a facilirv to perform post mortem anaiysis
on live network faiiures. not just on the scenarios and equipment under test. To
mest the objective, 1t would be necessary, at a munimum. for lab interconnectons
to remain in existence after testing compietes.

5. Suggestions for Moving Forward

This CCS Internerwork testing effort has been successful and its current sfforts
should be enhanced. For =xampie. additonal testing could account for additional
and varied waffic loads. Testng could focus on recent changes to Standards and
requirements. addinonal nerwork integntv-affecting scenanos {(such as conges-
tion) and/or appiicanon integrity. To achieve thus. 1t is necsssary to umprove the
-ost-effectiveness of the zffort as well as to address areas not fully covered
begause of the nature of this testing. These areas are discussed below. Vianyv ot
these suggestions have besn discussed within the IITP commuttes and have
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aireadyv besn impiemented.

5.1 lITP Participation

The cost of ITP parucipation is substantial, in terms of equipment. transport
facilines, and human resourcss. Whiie industrv-wide partic:panon tn the IITP
planning mestings was fairly good. a number of parucipants were less than
enthusiasac about :nvesting perscnnel. equipment. or other resources in the actual
tesung. This inequiry ne=ds to be addressed as the process moves forward. IOTP
will not succeed :n the long run if some companies are asked to bear an unfair
portion of the costs. Participants who cannot offer lab facilities could volunteer
to contribute in some other way (e.g., purchase some of the transport facilines or
provide testing personnel).’ One aiternative is to develop a mechanism for mak-
Ing payments that would be disbursed to more active participants.

To facilitate furure testng, interconnection testing costs should continue to be
borne by individual parucipants. although some participants have expressed
desires to more equitabiy share those costs. The costs of the central tesung facili-
tator, however, will most likely exceed the costs for any individual participant
and should be shared more equitably. For example. for Phases 0, 1A. and 1B. the
central tester provided facilines for interconnection, facilitated all discussions
(including arrang:ng for conference calls), prepared test scripts, provided staffing
to execute tests. and provided resources for analvzing and reporting on results.
Considerable discussion connnues throughout the industry as to whether (and
how) these costs can be more equitably shared.

5.2 Testing Foci

"

The most cost effective approach to IITP tesung would be periodic "large™” tests
(simular to how the eariy IITP tests were accomplished) and further encourage-
ment to urilize the test results obrained by parucipants in non-ITP bi-lateral and
other types of tests. The IITP tests result in both debugged scripts and findings.
Both should be subsequenty used to improve ITTP tests and other stand-alone or
bi-lateral tests. Results from these tests should be fed back into the ITP process.

Inidal IITP tesung focused on CCS nerwork integritv. This focus should continue
and subseguent testuing needs to account for varied traffic loads. Addinonal tests

3. An exampis of whers they occurred it Phase | was whers NYNEX providad facihit:es that
were supporsd durng testing by U S WEST.

10
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shouid focus on changes to Standards and requirements. addinonal perwork
integrity-affecang scsnanos (such as congestuion), and the inciusion of appiica-
tions. The IITP group is well positioned to idennfy the prnionty of these
tests/conditions (and others) as well as configuratons for furure tesung. In addi-
tion, there remains a nesd to address fully inza-nerwork. product-to-product, and
stand-alone equipment modeling and testing by the mdusary as a whole.

5.3 Fuller Empowerment of the IlITP

While the nme from test planning through implementanon and results reporung
was fairly rapid, the IITP often found itself hindered because it could identify
issues but the SS7 Workshop retained control of resolving these issues. The
IOTP’s charter preciuded them from addressing major issues relanng to testing.
As such, the IITP could idennifv bur nor solve such issues. We estumate that this
may have contributed to delays of two or thres months. :

This concern has been alleviated by the new Mission Statement and Operating
Principies agreed to by the IITP and the SS7 Workshop. In those Principles, the
OTP has additional latirude to take charge of testung more fully than before.

5.4 Address the Need for an industry Focal Point for the Test Efforts

Many participants noted the vital role of having one company provide the Hub
and be central test facilitator. Although Beilcore did not have an "official” stand-
ing in the NOF or the IITP, it did voluntarily take the lead (as Hub provider) to
insure that the testing and analysis progressed. It is uniikely that the tesnng
would have been as successful had one company not performed this role. The
responsibilies assumed by Bellcore inciude test script edinng, test facility inter-
connection. data collection and analysis. reportng of results. and admimstranve
support of the ITTP and NOF. The induswry nesds to address this role and these
responsibilines for furure tesung. Bellcore's recommendation 1s for the IITP to
identfy "a central testng facilitator” that wouid be viewed by test parucipants as
unbiased and would take on the responsibilines that Bellcore assumed for eariy
tesung.

5.5 Additional Activities

The IITP has shown the usefulness of expedinousiv sharing test results across the
indusorv. Those test resuits are being used by the industry to anprove turure test-
ing-and improve other stand-aione and bi-iateral tests. Thev may aiso be used ror
demonswanng deficiencies :n Standards or reguirements.’ The sharing of test
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results couid be expanded in several ways. While ITP test resuits are shared.
methods for improving that process and spesding up distribution of resuits should
be impiemented. Also. undl the recent changes to the OTP’s Operaung Princi-
ples, there was no indusoy-wide medium for sharing results from other (non-
LOTP) tests such as bi-lateral carrier testing. Because the [ITP membership is pn-
marilv testers and analysts, it would appear that the IITP is best positioned to
serve this purpose, and we recommend that the IITP’s charter be revised to
accommodate this function.

One of the original objectives agresd to across the industry was to Provide a
framework for performing post mortem anaivses on evenr dara. The IITP testng
essentially formed the basis for a diszributed laboratory that could be used to pro-
vide a framework for performing post mortem analysis on events data if such a
situation is needed. This distributed facility is only available as long as the leased
line connecnons used for IITP and other testing remain available to serve this
purpose. We have already seen the utility of maintaining these connections wn
order to achieve retests from Phase 0, and this concept could readily be extended

" to other purposes, including performing post mortem analyses.

5.6 Conciuding Remarks

The ITP committes has taken several steps toward meeting the suggestions
detailed here by (1) drarting a revised mission statement consistent with the
suggestions in this paper. (2) drafting operating principles that also are consistent
with the suggestions in this paper, and (3) developing tests that focus on both the
message transfer part and the applicadon lavers of the protocol. Addinonal effort
1s needed to contnue the testing begun in 1992 and to enhance the IITP by
addressing the other suggesuons wn this paper.

§. For =xampie. the [TTP repr=sentatves dave Tegusndy noted their mnteractions with their
zompany representatives 1o Standaras Or Jzyuiremsnls dsvelopment o assurs that the tests
and r=suils can be used !0 :aentfv JOw s rmbismentatons Sompare with the ntent of the
Stangaras or reguirsments.

-
(3]
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