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Network Reliability and Interoperability Council VI

Focus Group 2:  Network Reliability
1. Executive Summary

The Voluntary Outage Reporting Trial conducted by the NRIC VI Network Reliability Focus Group was markedly more successful than the trial conducted by NRIC V in terms of the number of organizations participating, the amount of data collected, and information obtained from analysis of the data.  The industry participants have agreed to continue voluntary outage reporting once the trial has ended.  It is recommended that, until any changes are undertaken by the next NRIC, outages be reported using the process defined in the trial (e.g., using the National Communications System (NCS)/National Coordinating Center (NCC) to provide data administration) and to conduct data analysis in the Network Reliability Steering Committee (NRSC).  

A key findings from the data analysis was that the duration and customers affected data remained within the control limits of the Statistical Process Control (SPC) charts except for the outages associated with the power blackout in August 2003 and Hurricane Isabel in September 2003.  Also, it was concluded that NRIC Best Practices exist to address the causes of the outages reported during the Voluntary Outage Reporting Trial.

The Network Reliability Focus Group also reviewed the mandatory outage reporting requirements of the regulations contained in 47 C.F.R.§63.100 and made recommendations in the areas of reporting for critical infrastructure offices or facilities, FAA related outages, and fire-related outages.
2. Introduction

This report documents the efforts undertaken by the Network Reliability and Interoperability Council (NRIC) VI Focus Group 2 with respect to the Network Reliability elements of the Council’s charter contained in Appendix F.  The primary effort was to establish outage reporting measurements (units) and thresholds and conduct a Voluntary Outage Reporting Trial for communications networks not required to report outages on a mandatory basis under current regulations.  The Focus Group also reviewed the mandatory outage reporting requirements with respect to potential changes, and reported on the analysis performed on this outage data by the NRSC.  The report details the processes used by the Focus Group, its results, findings and observations, and recommendations.

2.1 Structure of NRIC VI
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Structure of NRIC VI


2.2 Focus Group 2 Mission Statement

The mission of the Focus Group was determined using a consensus based process and was developed to align with the NRIC VI charter.

	· Define reliability measurements (units) for commercial communications networks (i.e., wireline and wireless transport networks, including satellite and cable) and for the Internet by March 22, 2003.

	· Define reasonable, measurable customer-affecting outage reporting thresholds for commercial communications networks (i.e., wireline and wireless transport networks, including satellite and cable) and for the Internet by March 22, 2003.

	· Conduct voluntary outage reporting trial, collect data, analyze results, and report on the validity, usefulness, and timeliness of the process and information obtained, and make recommendations for improvement.

	· Based on trial results (including information on services affected by an outage), evaluate and report on the reliability of public communications network services in the United States.

	· Should the Commission initiate an inquiry or rulemaking with respect to any of the above-mentioned issues, the Focus Group will provide input to the NRIC, which may make formal recommendations as a part of such proceeding(s). 

	· Evaluate, and report on, the reliability of public telecommunications network services in the United States.


2.3 Team Members

	NRIC VI Focus Group 2 – Network Reliability

Team Members 



	PJ Aduskevicz, AT&T*
	Chris Liljenstolpe, CW

	Bonnie Amann, Sprint
	Chris MacFarland, Allegiance

	Jay Bennett, Telcordia
	Spilios Makris, Telcordia

	Johnathan Boynton, SBC
	Archie McCain, BellSouth

	Ken Buckley, Federal Reserve
	Dave McDysan, MCI

	John Burdge, Cingular
	Brian Micene, AT&T Wireless

	Bob Burkhardt, Nextel
	Denny Miller, Nortel

	Ross Callon, Juniper*
	Erick Mogelgaard, Cox

	Rick Canaday, AT&T
	Brad Nelson, Marconi

	Kevin Cavanagh, AT&T Wireless
	Kent Nilsson, FCC

	John Chapa, SBC
	Chris Oberg, Verizon Wireless

	John Clarke, NCS/NCC
	Dennis Pappas, Qwest

	Wayne Chiles, Verizon
	Gary Pellegrino, CommFlow Resources

	Joe Craig, Qwest
	Christopher Quesada, PAIX.net

	Bernie Farrell, NCS
	Karl Rauscher, Lucent

	David Fears, Cox 
	Tony Reed, Charter

	Lee Fitzsimmons, Nextel
	Arthur Reilly, Cisco

	Brian Goemmer, Western Wireless
	Ira Richer, The Telesis Group

	Jeff Goldthorp, FCC
	Jim Runyon, Lucent

	Wayne Hall, Comcast*
	Falguni Sarkar, AT&T Wireless

	John Healy, FCC
	Andy Scott, NCTA

	Dean Henderson, Nortel
	Don Smith, NCS

	Michael Hill, Level 3
	Scott Smith, Cox

	Bob Holley, Cisco
	Ron Stear, C&W

	Robin Howard, Verizon
	Sandy Stephens, Focal

	Bruce Johnson, Verisign
	Dorothy Stout, NCS/NCC

	Rick Kemper, CTIA
	Lee Taylor, RoxTel

	Percy Kimbrough, SBC
	Whitey Thayer, FCC

	Bill Klein, ATIS
	Nate Wann, NCS/NCC

	Bernie Ku, MCI
	Frances Wentworth, NCS/NCC

	Jim Lankford, SBC
	Chris Whyte, Microsoft

	Greg Larson, Exodus/CWUSA
	Doug Williams, Comcast

	Mike Lecocke, SBC
	Linna Zile, Cox


* denotes Focus Group Co-Chairs

3. Voluntary Outage Reporting Trial Process

This section contains the focus group’s report on the information participating service providers would require in order to implement the Voluntary Trial for Outage reporting for communications networks. The voluntary trial includes Internet Service Providers, Wireless Providers, Cable Providers, DSL providers, and Satellite providers. 

3.1 Purpose

This section provides guidelines for a voluntary outage reporting trial to be done under the guidance of NRIC VI during calendar year 2003. The voluntary trial covers a wide range of networks, including (i) Cable; (ii) Dial-Up; (iii) DSL; (iv) Satellite; and (v) Wireless.

In order to provide guidelines for a voluntary reporting trial, this document describes: 

1. Units and Thresholds – To determine which outages are to be reported; 

2. Report Contents – To determine what information will be reported in confidential outage reports to a trusted third party under NDA; 

3. Report Sanitizing – To determine what information is to be scrubbed from the confidential report before the report is made available to NRIC participants;

4. Confidential Report Repository – To determine which organization will be responsible for handling and sanitizing the confidential reports;

5. Reporting Process – To determine the process for reporting during the voluntary trial period.

The data collected during the voluntary outage reporting trial is intended for use in improving network reliability, such as by providing information useful in order to verify and improve the NRIC best practices, or to create study groups to understand and improve issues identified as a result of the data.

Specifically, it is not appropriate for reported data to be used for marketing, public relations or competitive analysis purposes. 

[image: image1.wmf]Network Reliability and Interoperability Council (NRIC) VI

Chairman: Richard

Notebaert

,

Qwest

Communications

Steering Committee Chair: Pam 

Stegora

-

Axberg

,

Qwest

Communications

Designated Federal Officer: Jeff 

Goldthorp

, FCC

Focus Group 2 

–

Network Reliability

Co

-

Chair: P.J. Aduskevicz, AT&T

Co

-

Chair: Ross Callon, Juniper Networks

Co

-

Chair: Wayne Hall, Comcast

Focus Group 4 

–

Broadband

Co

-

Chair: Doug Davis,

Allegience

Co

-

Chair: Justin

Aborn

Subcommittee 1A 

–

Physical Security

Chair: Karl 

Rauscher

Lucent Technologies

Subcommittee 1B 

–

Cyber Security

Chair: Dr. Bill Hancock, Exodus

Subcommittee 1C 

–

Public Safety

Co

-

Chair: Don

Dautel

, Motorola

Co

-

Chair: Mike 

Roden

, 

Cingular

Wireless

Subcommittee 1D 

–

Disaster Recovery

Co

-

Chair: Gordon Barber, Bell South

Co

-

Chair: Joe

Tumolo

, Verizon

Focus Group 1 

–

Homeland Security

Focus Group 3 

–

Network Interoperability

Chair: Cliff

Naughton

, Boeing

Note:  The manner in which data was handed off from the NCC to Focus Group 2 was prescribed to allow for maximum confidentiality.  For example, Service Provider names were removed and an outage tag was assigned.

3.2 Background
Major outages in telephone and circuit switched networks have been reported to a central party since 1993 [1].  The results of this reporting have proven to be valuable in order to maintain a high level of network reliability for the Industry via the NRIC Best Practices for Network Reliability [4].  The NRSC has monitored and analyzed major outage reports for 10 years and has provided valuable information to the FCC and to the industry as a result of this data gathering [7].

Focus Group 2 was chartered to conduct a voluntary trial for those communications networks that are not already covered by the mandatory reporting of 47 C.F.R.§63.100.  The voluntary trial considered data communications networks such as cable, dial-up, DSL, satellite, and wireless; as well as wireless voice networks. 

Data communications is increasingly an essential information and communication resource for users at home and at work.  Also, enterprises increasingly rely on the Internet and other data communications networks to increase productivity and to provide access to information for their customers, suppliers, and partners.  Enterprises also rely on data Virtual Private Networks (VPN) to communicate between sites within a singe enterprise or between multiple enterprises.  

The technology, systems, processes, and infrastructure that make up the Internet and these data networks are subject to a variety of failure modes due to one or more root causes.  Some of these failures can impact the ability of a large number of end users to access the Internet and/or a data VPN. 

Except for a short trial during the previous NRIC council, major outages in data networks have not been reported to a central party.  However, it is expected that outage reporting in data networks can be useful in helping to maintain and potentially improve network reliability, as it has for those Service Providers required to report under 47 C.F.R. § 63.100.

3.3 Network Environment for the Internet Services

Since the Internet is complex, a section is dedicated to the understanding of the Internet and how it relates to the outage reporting trial.

Figure 1 illustrates a simplified view of the IP network of a single service provider.
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Figure 1: Internet / IP Service Provider

In figure 1, the service provider data network is logically divided into three parts:

1. The Core Backbone

2. The Distribution Layer

3. The Service Aggregation Layer

The core backbone will typically consist of relatively high capacity IP routers. Links between core routers will in many cases make use of other equipment, such as (but not limited to) Optical Cross-Connects, Synchronous Optical Network (SONET) gear, and/or Asynchronous Transfer Mode (ATM) switches.  For clarity, the nature of the equipment which provides interconnection between core routers is not illustrated in figure 1. 

In many cases there may be redundant paths available between core routers. A variety of techniques may be used to allow rapid recovery after link failure, including but not limited to: SONET protection; Internet Protocol (IP) dynamic routing; and Multi-Packet Layer Switching (MPLS) fast re-route.  For these reasons simple (single-device or single-link) outages in the core will in many cases cause minimal or no disruption to the service provided to customers. 

The core backbone will in general cover a wide area, and may be regional, national, continental, or even worldwide in scope.

In many cases a distribution layer will provide connectivity between the higher capacity core routers and lower capacity devices in the service aggregation layer. In some but not all cases the distribution routers will be multi-homed to the core routers, again to provide diverse routing and resilience to failures. 

The service aggregation layer consists of a variety of devices which provide data services to users. For example, devices might provide Digital Subscriber Line (DSL) connectivity, wireless data connectivity, data access over cable networks, or dial-in services over the Public Switched Telephone Network (PSTN).  The PSTN itself might be considered to be outside of the scope of the data network, but is still a critical component in the provision of dial-up data services.  Service aggregation devices might be either single-homed or dual-homed to the distribution layer, or in some cases to the core backbone. 

The interface between the service aggregation layer and the customer may be considered to be the User-to-Network Interface (UNI) for data services. 

There are a variety of critical applications that are necessary in the use of data services.  For example, Domain Name System (DNS) is in general needed to translate Internet Domain Names into IP addresses.  In many cases Remote Access Dial In User Service (RADIUS) is necessary to authenticate access to a variety of network services, including but not limited to dial-in service.  Dynamic Host Configuration Protocol (DHCP) is in some cases necessary in order to allow hosts to obtain temporary IP addresses and other information needed to access the network.  In many cases failure of these applications will result in the inability of some or all users to access data services, including a failure to obtain basic IP connectivity. 

Other applications will also be used in a data network.  For example, users may be expected to make use of applications such as World Wide Web (WWW), Electronic Mail (Email), or File Transfer Protocol (FTP).  In general, failure of servers implementing these applications may limit the scope of applications available over the data network, but will not prevent access to basic IP services.  Also, since these other applications generally operate directly between the end user and one or more remote servers specific to a particular request, failure of one or more remote servers will in most cases not prevent any user from obtaining similar application services via other remote servers. 

No one service provider directly provides service to every IP address in the world, nor even to a majority of IP addresses.  Instead, service providers are interconnected in a variety of ways, such that IP packets destined to addresses served by other providers can be routed from provider to provider to the correct destination.  Internet Service Providers (ISP) therefore make use of inter-domain routers, which are routers which forward traffic to and from other service providers.  The interface between inter-domain routers in a particular service provider and other inter-domain routers in other service providers may therefore be thought of as a Network-to-Network Interface (NNI).

Figure 2 illustrates the interconnection between service providers. 
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Figure 2: Interconnection of IP Service Providers

Major backbones (such as ISP1 and ISP2 in figure 2) will in general interconnect with each other in order to offer connectivity to other locations throughout the Internet.  Major backbones are generally interconnected in multiple locations.  This is important for a variety of reasons, including to provide diversity.  Smaller ISPs will frequently purchase transit service (i.e., service which connects them to the rest of the Internet) from larger ISPs.  Even smaller ISPs (such as ISPx and ISPy) will in most cases either be multi-homed to their transit service provider, and/or connected to multiple service providers. More information about the interconnection between service providers can be found in “Service Provider Interconnection for Internet Protocol Best Effort Service” [5]. 

3.4 Terminology

3.4.1 Glossary

Application
A protocol or process which makes use of data network connectivity to provide certain functions and capabilities.  Some critical applications such as DNS, RADIUS, and DHCP, may be necessary in order to allow users to make use of other data services.  Other applications (such as Email and WWW) may offer services to allow customers to obtain information and to get specific tasks accomplished over the network. 

Critical Application
An application such as DNS, RADIUS, and DHCP, which is necessary in order to allow users to make use of other data services.

Customer 
A user purchasing communications service from a service provider.

Data Service
A service which offers data connectivity between sites.  A data service is typically composed of one or more components, such as: data forwarding; status indication; authentication authorization and accounting (AAA); connection signaling; capacity guarantees; performance reporting; and/or a quality Service Level Agreement (SLA). 

Internet Service
A service which offers connectivity to or within the Internet. An Internet Service may typically be composed of one or more components, such as: IP packet forwarding; Domain Name System (DNS) access; Authentication Authorization and Accounting (AAA); and Email. Internet service might also include routing information exchange, a quality SLA, performance reporting, and/or a web proxy. 

Internet Service Provider
Any service provider which also offers Internet service. In nearly all cases, service providers are also internet service providers. 

IP Router
A device which forwards IP packets based on information in the header of the IP packet.  In most cases routers will perform other tasks, such as operating routing protocols in order to compute the routes for IP packets, and packet filtering.

Network Operator
An organization which leases, owns, operates and/or maintains 




network elements that connect to a Service Providers network. 



Examples of network operators: 

· An Internet Service Provider owns a modem bank but leases trunks from a Service Provider within a LATA. 

· A network operator orders Unbundled Network Elements (UNE) from a SP and resells service to their customers. 

· A private network owned, operated and maintained by a single enterprise/company that is used for internal communications and has connectivity to a SP core telecommunications network. 

· A network operator orders SS7 'A' links to connect to their switch that can act like an STP.  In reality, the network operator is using the 'A' links as 'B' links.  The network operator then sells SS7 signaling capability, basically 'F' links, to independently owned end offices.

Outage
An event in which a service becomes unavailable due to a failure of some type (typically temporary).

RADIUS
A system which may be used for authentication, authorization, and accounting. For example, RADIUS is commonly used to authenticate the caller for access to dial-up data or Internet services. 

Service
Connectivity over a network or subnetwork along with associated features offered commercially by a service provider. 

Service Provider
An organization which owns, operates and maintains network 




elements in the core telecommunications network (voice or data) 




that supply customers with connectivity (not necessarily between 




end points) in order to complete their service request.


Examples of service providers: 

· SP A provides data network connectivity from customers location in City A to City B, within the same LATA. 

· SP B provides data network connectivity between City B and City C, which are in different LATA's. 

· SP C handles connectivity between SP B and the terminating customer location.

· SP D provides connectivity from a customer location to the Internet.

· SP E provides internet transit service for SP F, and therefore implicitly also provides internet transit service for SP F's customers.

NOTE:  In each case, the SP owns, operates and maintains the network elements that are considered part of the existing core telecommunications network.

Threshold
A quantitative criterion applied to a unit, such that when the criterion is exceeded some specific action (such as outage reporting) may be taken. 

Unit
A quantitative measure used to evaluate a service or outage.

3.4.2 Acronyms

AAA

Authentication, Authorization, and Accounting 

ATM

Asynchronous Transfer Mode

DHCP

Dynamic Host Configuration Protocol

DNS 

Domain Name System

DSL

Digital Subscriber Line 

DSLAM
Digital Subscriber Line Access Multiplexer

Email

Electronic Mail

FTP 

File Transfer Protocol

IP

Internet Protocol

ISP

Internet Service Provider

MDU

Multiple Dwelling Unit

MPLS 

Multi-Protocol Label Switching

NCC

National Coordinating Center for Telecommunications [9]

NCS

National Communications System [8]

NDA

Non-Disclosure Agreement

NNI

Network-to-Network Interface

NRSC

Network Reliability Steering Committee [7]

PSTN

Public Switched Telephone Network

RADIUS
Remote Access Dial In User Service

SLA

Service Level Agreement

SONET
Synchronous Optical Network

SP

Service ProviderUNI

User-to-Network Interface

VPN

Virtual Private Network

WWW 
World Wide Web

3.5 Reporting of Outages in Communications Networks

The reporting process for voluntary reporting of outages in communications networks is summarized in figure 3. 
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Figure 3: NRIC VI Voluntary Outage Reporting Trial Process

The process illustrated in figure 3 is described beginning with the actions appropriate for the service provider (the leftmost column). 

Initially an outage occurs.  The service provider determines whether the outage meets the criteria for reporting under the voluntary trial.  This requires the service provider to assess the size of the outage, using the Units defined in this report.  The value assigned to each of the appropriate Units is then compared with the corresponding Threshold.  If the threshold is exceeded for the specified duration (30 minutes), then the outage meets the criteria for voluntary reporting.

If the outage is small enough that it does not meet the threshold requirements for voluntary reporting, then the outage is dealt with locally by the service provider.  For example, the service provider might choose to perform local root cause analysis.

If the outage is large enough to exceed the threshold requirements, then the service provider creates an initial report.  This report should be completed within three days, and should be marked:


Confidential Commercial Information 


This is <company name> proprietary information 


for which exemption under the Freedom of Information Act is asserted. 

The name of the service provider should be substituted for <company name> in the above text. 

The initial report is sent to the NCS/NCC [8,9] within three days of the outage.  The report should be sent by EMail to NCS@NCS.gov.  If sent by email, the subject line must include "NRIC Voluntary Outage Reporting Trial".  Please note that Email minimizes the effort of NCS personnel, and is therefore preferred and recommended.  Fax should only be used as a back-up for submitting outage reports, and should be addressed to the NCC Watch (fax number 703-607-4998).  The direct voice number for the NCC Watch is 703-607-4950.

The NCS/NCC logs the initial report, and waits for the final report, which is due within 30 days of the event. 

The service provider may then conduct local analysis, such as root cause analysis of the outage.  The service provider may identify which best practices, if any, could have prevented or mitigated the outage.  The service provider then prepares the final report and sends it to the NCS/NCC within 30 days of the outage event occurrence (Email to NCS@NCS.gov is preferred, with a subject line which includes "NRIC Voluntary Outage Reporting Trial", as described above).  Again fax should be used only as a back-up.  The final report should be marked in the same manner as the initial report.  Specifically, the final report should be marked:

Confidential Commercial Information 


This is <company name> proprietary information 


for which exemption under the Freedom of Information Act is asserted. 

The name of the service provider should be substituted for <company name> in the above text. 
If the service provider determines that the outage does not meet the thresholds for voluntary outage reporting, then the service provider notifies the NCS/NCC within 30 days of the event that the initial report has been withdrawn.

When the NCS/NCC receives the final report, the report is scrubbed (by removing sensitive data, see section 5).  The NCS/NCC provides a copy of the scrubbed report to the service provider, who verifies that the report has been appropriately scrubbed.

The NCS/NCC, upon receiving service provider approval, provides the scrubbed report to NRIC VI, Focus Group 2 (Reliability).  The use of the scrubbed reports by NRIC VI Focus Group 2, and by the industry, is discussed in more detail in section 6.  NRIC VI, Focus Group 2 will specify the process for transmission of the scrubbed reports to the focus group, and for making use of the information contained in the scrubbed outage reports.

3.6 Withdrawal of Initial Reports

In some cases, when an initial report was submitted, it might not yet be fully determined how large the scope of an outage was.  It is therefore possible that subsequent to filing an initial report, a service provider may in some cases determine that the outage was not large enough to meet the voluntary reporting thresholds outlined in section 3. 

In these cases, a service provider may choose to withdraw the initial report, rather than file a final report.  If the reporting thresholds were not met, then the reporting organization may withdraw the initial report any time up to the time that the final report was filed.  The initial report was withdrawn by Email to NCS@NCS.gov, with the withdrawal including an identification of which initial report was withdrawn. 

3.7 Positive Reporting

In a voluntary trial, it is important to distinguish between service providers who decided not to participate, from service providers who fully participated in the trial, but had no reportable outages during a specified period. 

Service providers which participated in the trial, but had no reportable outages during a calendar month, were requested to file a short report to this effect. 

The positive report was sent to the NCS/NCC.  Where possible, the report was sent within 5 days of the end of the month.  The report was sent by Email to NCS@NCS.gov, in the same manner as outage reports were submitted, and with the same confidential marking.

In the case that an initial report was withdrawn, an organization might first determine that no reportable outages occurred at a point which was more than 5 days after the end of the month.  In those cases, the positive report was sent as soon as it is was determined that no reportable outages had occurred during a specified month. 

 The contents of the positive reports are described in section 4.5.1. 

3.8 Process Improvement Initiatives

Following is a list of the process improvement initiatives undertaken by the Focus Group during the Voluntary Outage Reporting Trial:

· Development of an Outage Reporting Guidelines document

· Re-notification to all participating enterprises

· Ongoing communication with Voluntary Outage Reporting Trial Technical Contacts

· Formalization of Positive Reporting process and development of Reporting Template

· Enhancement of NCS/NCC scrubbing process

· Additional resources for NCC to assist process implementation

· Process Flow enhancement and clarification of scrubbed data sequence

· Clarification of Service Provider review of scrubbed data before it is passed from the NCC to the Focus Group, and clarification and understanding of the Data Elements to be passed (confirms enterprise sensitive data is removed)

· Development of Model Outage Reports

· Development of Outage Report Withdrawal Process

3.9 Findings and Observations
1) The process for outage reporting developed in NRIC V formed an effective basis for administering the voluntary trial.  The trial process provided valuable experience.  Furthermore, since it was industry-led, it was dynamic and flexible enough to identify and implement enhancements that can lead to the prevention/reduction of future outages.  Enhancements included the identification of: 
· specific additional information about the outage event to aid in analysis of methods for avoiding/mitigating such events, i.e. “Best Practices”. 
· a more detailed analysis process and root cause determination that involved dialog with the outage reporter as well as other (potentially) affected parties as appropriate.

2) The NRIC VI trial was successful in attracting the participation of NRIC VI Service Provider members despite the sensitive nature of reported information and the fact that the trial training for and implementation of a new activity for operations staff in a large number of locations around the country.  As a result, participation improved steadily over the course of the voluntary outage reporting trial.  This occurred for several reasons:

· familiarity with the process and its benefits grew,

· strong NRIC member support stimulated one-to-one contact among industry colleagues promoting participation,

· and the common goal of delivering more reliable networks and services to the nation.

3) While the trial outage thresholds were comparable to those applied under 47CFR §63.100, the trial population was made up of smaller industry segment service providers that depend upon networks subject to 63.100.  Thus, the total number of outages reported during the trial did not offer a data base that was large enough to provide a statistically significant comparison of results across industry segments.

4) Non-disclosure agreements, while difficult to negotiate, were found to be essential to increase participation in the voluntary outage trial and would be important to any forward-looking process that involved detailed analysis by industry experts to identify means for avoiding/mitigating future outages based on outage experiences.

5) The NCS/NCC provided effective administration of the data collection, follow-up with outage reporting contacts, and preparation of data for industry expert analysis.  The confidentiality of outage reports that they provided was critical in establishing industry trust in the process and its benefits, and in achieving participation by the NRIC VI service provider members.  Process improvements were incorporated (e.g., use of common MS Word-based reporting template format, final report output in PDF format to prohibit editing after final scrubbing) to further ensure data integrity.
4. Voluntary Outage Reporting Trial Measurements and Thresholds

4.1 Principles for Outage Reporting

The following are the principles for the Voluntary Outage Reporting Trial.

· Outage reporting information is intended to be used to improve network reliability
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The data collected during the voluntary outage reporting trial is intended for use in improving network reliability. Specifically, it is not appropriate for reported data to be used for marketing nor for public relations purposes.  (Since the scrubbed data will not provide service provider nor vendor specifics, marketing comparisons will not be possible.)

· Reporting is limited to customer visible outages
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In many cases Service Provider (SP) networks will make use of internal redundancy or diversity. Therefore, many failures within the network will not have any effect on customer service. If redundancy, diversity, or other corrective measures within the service provider prevents the customers from seeing the effect of an outage, then it is not a reportable outage.

· Reporting is limited to service provider outages
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In general the customers of the service provider will have equipment which is interconnected using the services of the SP. Only failures which prevent the SP from offering service (i.e., failures in the SP network) are potentially reportable. Failures which prevent the customer from making use of the service (such as a failure in customer-owned network or equipment) are not reportable.

· Service providers only measure their service
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In many cases an SP may not know what the customer is doing with a service. For example, an SP might offer an optical data link to a customer. The SP might not know whether their customer is using this link to offer lower bandwidth service to other customers, or whether their customer is using this link to support data services or voice over IP services or other services. For the purposes of determining whether an SP should report an outage in their network, the SP needs only to know what services they are offering, but does not need to know how the customer is using the service. 

· Simplicity of outage units
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In general, in defining the units used to measure an outage, and particularly for determining whether an outage is large enough to exceed the threshold for outage reporting, relatively simple units are used. It should be understood that “simple” is a relative and subjective term, and that some careful thought has therefore been needed in order to determine the thresholds which are used to determine whether an outage is large enough to be potentially subject to voluntary reporting. 

· Thresholds apply to related outage events, but not to unrelated outage events
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The reporting threshold in the voluntary trial can be reached either by the independent failure of a single network element, or by a group of failures that are connected by a common root cause.  For example, consider a widespread event such as a hurricane that affects a large number of network elements; while each affected element might be under the reporting threshold, if the sum of affected customers is above the reporting threshold, there is a single reportable outage.  Another example is a software problem that is propagated throughout a network and simultaneously affects a sufficient number of customers to reach the threshold. 

It is important to note that unrelated outage events should not be combined.    

· Limit reporting to full outages
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The impact of an event can range from a modest performance degradation to a complete loss of the services being offered. Certainly any complete loss of service should be considered an outage. In order to get a voluntary reporting trial underway, and in order to simplify the initial design of this trial, initially only those outages which result in a complete “binary” loss of one or more services are considered. Degradation of service (such as a higher than usual loss rate or delay, or a reduction in available bandwidth) is not considered for the voluntary reporting trial. 

4.2 Outages in Applications

4.2.1 Outages in Critical Applications

As mentioned above, failure of critical applications such as DNS, RADIUS, and in some cases DHCP may make a network unusable for many customers. An outage occurs when customers are unable to make use of data services. This is true independent of whether the inability to use services is caused by a failure in IP forwarding, or a failure in one or more critical applications. The size of the outage is determined by the number of customers or devices which are unable to make use of the data services.

Similarly, in many cases if a RADIUS service goes down, then the associated dial-in services are not accessible by dial-in customers. In this case an outage is considered to have occurred. 

Naturally, a failure of the underlying IP packet forwarding service is also considered to be an outage for the purpose of outage reporting in IP data networks. 

4.2.2 Outages in Other Applications

As mentioned in section 1.3, failures in other applications, such as WWW, Email, or FTP, does not prevent the user from obtaining basic IP services. Also, failure of some servers implementing these applications does not in general prevent users from using the same applications to obtain similar services from other sites in the network or Internet. 

As an example, suppose that there is a failure in the servers providing reservations for a particular travel company (such as for a hotel chain, car rental company, or an airline). In this case, many users may be able to obtain IP service to the Internet as a whole including IP services to the reservation system, but may be unable to obtain certain application level reservations. However, the users will in general still be able to obtain IP connectivity to many other locations, including other travel companies. If we compare this with operation of telephone-based reservation system, this would be analogous to a case where the telephone network is operating properly, but the computer system used to provide reservations is not available. Such outages are not a failure of the telephone network and are not currently reportable.

Outages in these other applications, such as Email, WWW, and FTP,  are therefore not reportable under the current voluntary outage reporting trial. 

4.3 Units and Thresholds for Reporting in Communications Networks

The focus of the voluntary outage reporting trial for communications networks should be on those failure modes and associated root causes that impact the ability of a large number of end users to make use of services. A unit and threshold are defined which determines whether an outage is of sufficiently large impact to be potentially reportable under the voluntary trial. When an outage occurs, whether the outage is reportable under the voluntary trial depends upon the magnitude of the outage, as defined in this section.

For initial reporting, it is likely that a simple, reasonable, and practical method is probably better than complex mechanism, regardless of how well optimized the complex mechanism might be. In fact, for initial reporting, it might be difficult or impossible to fully understand what the criteria would be to evaluate how well “optimized” any particular proposed mechanism is. 

In general, the outage thresholds are based on the number of customers potentially affected for a specified period of time. This is intended to correspond as closely as possible to the number of customers, who would have been affected if they were trying to obtain service, and is independent of whether or not the customer was in fact trying to obtain service at any particular time. The network is out of service if the network is not capable of providing service, regardless of whether the customer is in fact trying to obtain service at any given time. In fact, it is possible that the service provider might not know whether or not any particular customer has tried to obtain service during an outage.

In some cases, it may be difficult to get a precise measurement of the number of potential customers affected by an outage. If an outage is large enough to be a “media event” and is close to the threshold, or if the service provider is in doubt regarding whether or not the outage exceeds the threshold, then it is recommended that the outage be reported. Similarly severe and widespread performance degradation, if large enough to become a “media event”, may voluntarily be reported. 

The units used to evaluate the size of an outage are summarized in table 1, and described in more details in the following subsections. 

	Type of Internet Access


	Customer Definition


	Comments



	Cable
	Household
	Whether they are actively using it or not at the time of the outage

	Dial-Up
	Dial-Up Port
	Whether or not port is in use at time of outage

	DSL
	Household
	Whether they are actively using it or not at the time of the outage

	Satellite
	Household
	Whether they are actively using it or not at the time of the outage

	Wireless
	Customers or 

Blocked Calls
	Historical trends may be used 


Note1: Some outages may affect users from multiple categories of access. In this case the number of users affected would be combined, as noted in section 3.4.

Note2: For Multiple Dwelling Units (MDUs), the number of households affected would be the number of subscribing households in the MDU. 

Table 1: Units for Threshold Evaluation

4.3.1 Threshold for Outage Reporting in Cable Networks

The proposed threshold for outage reporting in cable modem data networks is that any outage is reportable, under the voluntary reporting trial, if and only if it fits the following criteria:

· 30,000 or more data customers are potentially affected, and

· The outage lasts for 30 minutes or longer

In most cases a “customer” is a single subscribing household. The network is considered to be “out” if data services are not available to the customer. Customers who have not subscribed to cable modem data services but are receiving only cable television services are not considered. Similarly homes which have not subscribed to cable services of any kind are not considered. 

In the case that a cable service provider offers telephony service over the cable network, then the reporting requirements for the telephony service is covered by 47 C.F.R.§63.100, and is therefore not discussed in this document. 

Cable access includes any equipment or systems necessary for a customer to access the Internet or data service. For example, for Internet service this could include IP forwarding, Authentication, Authorization, and Accounting (AAA) service (e.g., RADIUS), DHCP, and DNS. Outage in any of these capabilities, if it prevents cable customers from obtaining service, will therefore be considered an outage (subject to voluntary reporting based on the size of the outage).

4.3.2 Threshold for Outage Reporting in Dial-Up Networks
In the commonly encountered case where one service provider leases dial-up capacity from another, the provider with the dial modems will usually not know the total number of subscribers. For these reasons, it is often not possible for a dial modem provider to determine the number of subscribers impacted by a particular failure. Therefore the unit used to measure the size of the outage is based on dial-up ports affected by the outage. 

Unlike dedicated access networks (e.g., leased line, cable modem, satellite), dial-up (also called dial-in) networks are on-demand. This means that a dial access network is usually engineered for a relatively small blocking probability during periods of peak demand. During such peak periods, only a fraction of the total subscriber base may actually be dialed in to an Internet or data service. Therefore, the number of physical dial-up ports provided will in many cases be less than the total number of subscribers, where a “subscriber” is a dial-up account.

A service provider may have multiple dial-up numbers, possibly corresponding to multiple modem banks. In some cases a failure in a modem bank may only require that the customer call back to a different number (either manually or automatically). The effect on the customer is not necessarily fully reflected in the number of modem ports affected by the outage. However, based on the principle of simplicity and the fact that a service provider does not necessarily know how customer clients are configured, the following threshold was defined.

The outage reporting requirements for on-demand dial-up networks differ from those of dedicated access networks, where a one-to-one mapping of access to customer exists. Instead, an on-demand dial-up network has a many-to-one mapping of customers to provisioned dial access circuits. Since a dial-up service provider only knows about the state of dial access circuits, the voluntary reporting trial for this case uses units of dial access circuits instead of end customers (e.g., dial-up account) if and only if it meets the following criteria:

· 30,000 potential dial-up access circuit terminations are affected, and

· The outage last for 30 minutes or longer

A dial-up access circuit termination includes any equipment or systems necessary for a customer to access the Internet or data service. For example, for Internet service this could include the Telco interface, the modem pool, IP forwarding, AAA service (e.g., RADIUS), and DNS. Outage in any of these capabilities, if it prevents dial-up customers from obtaining service, will therefore be considered an outage (subject to voluntary reporting based on the size of the outage).

4.3.3 Threshold for Outage Reporting in DSL Networks

The proposed threshold for outage reporting in DSL data networks is that any outage is reportable, under the voluntary reporting trial, if and only if it fits the following criteria:

· 30,000 or more customers are potentially affected, and

· The outage lasts for 30 minutes or longer

In most cases a “customer” is a single phone line on which DSL service is provided. The network is considered to be “out” if data services are not available to the customer. 

DSL access includes any equipment or systems necessary for a customer to access the Internet or data service. For example, for Internet service this could include IP forwarding, AAA service (e.g., RADIUS), DHCP, and DNS. Outage in any of these capabilities, if it prevents DSL customers from obtaining service, will therefore be considered an outage (subject to voluntary reporting based on the size of the outage).

4.3.4 Threshold for Outage Reporting in Satellite Networks

The proposed threshold for outage reporting in satellite data networks is that any outage is reportable, under the voluntary reporting trial, if and only if it fits the following criteria:

· 30,000 or more customers are potentially affected, and

· The outage lasts for 30 minutes or longer

In most cases a “customer” is a single account or single “dish” on the ground. The network is considered to be “out” if data services are not available to the customer. 

Satellite access includes any equipment or systems necessary for a customer to access the Internet or data service. For example, for Internet service this could include IP forwarding, AAA service (e.g., RADIUS), DHCP, and DNS. Outage in any of these capabilities, if it prevents satellite customers from obtaining service, will therefore be considered an outage (subject to voluntary reporting based on the size of the outage).

4.3.5 Threshold for Outage Reporting in Wireless Networks
In many cases, when there is an outage in wireless networks, it is impossible to know precisely how many wireless devices are affected by the outage. Wireless devices are typically mobile, and may move dynamically from network to network. 

For this reason, the threshold for outage reporting in wireless networks is based on the number of calls affected, if available, or otherwise on historical data regarding the number of calls which would typically have occurred during the timeframe of the outage. 

In the event of an outage, the number of call attempts typically increase because users will attempt to place the same call multiple times. For this reason the number of call attempts actually made during an outage (if known) is likely to exceed the number which typically would have occurred in the absence of the outage (as might be estimated using historical data).

Wireless service providers will report on switch outages under the voluntary reporting trial, if and only if it fits the following criteria:

· The outage lasts for 30 minutes or longer, and

· Either

· The outage would potentially affect 30,000 or more customers based on historical traffic data; or

· The outage would potentially affect 90,000 blocked calls or more.
4.4 Outages which Affect Multiple Network Types

In some cases, a single outage may have an effect on several types of network services. For example, the outage may cause failure of some dial-in modem ports, as well as some DSL or Cable customers. 

It is desirable for the reporting of outages to be based on the aggregate effect of the failure. Therefore, if a single failure results in an outage affecting multiple services at a level which is close to the thresholds in the multiple areas, then the outage should be reported. 

Where multiple thresholds are exceeded by one outage, it is expected that only one outage report will be generated by any one service provider. 

If a single root cause results in outages affecting multiple service providers, it is expected that each service provider may report separately on the outage based on whether the effect on that service provider’s network exceeds the defined thresholds. 

4.5 Voluntary Outage Reporting Trial Reports

Voluntary Outage Reporting Trial Reports are of two general types, Confidential and Scrubbed.  Confidential  Reports contain sensitive service provider and vendor information that is removed before the Scrubbed Report is released to the Focus Group Data Team for analysis.
4.5.1 Confidential Reports
The focus group developed two formats for the reporting of events to the NCC/NCS:

1. Confidential Outage Reports 

2. Confidential Positive Reports 

The confidential outage report format was used for service providers to report outages that met the respective threshold. While the confidential positive outage reports were used for service providers that did no incur an outage meeting the threshold in a given month. All reports were scrubbed as per the direction of the focus group to ensure confidentiality of the service provider company and equipment supplier involved.

4.5.1.1 Contents of Confidential Outage Reports

Confidential outage reports should be marked as company confidential, and are subject to Non-Disclosure Agreement (NDA). 

Table 2 summarizes the contents of the confidential outage reports.

	Reporting service provider / network operator

	Contact person

	Telephone number of contact person

	Start date

	Start time of impact

	Geographic area affected

	Estimated number of customers affected

	Types of services affected (if applicable)

	Duration of outage (hours and minutes)

	Apparent or known cause

	Name of equipment involved [OPTIONAL]

	Type of equipment involved [OPTIONAL]

	Specific part of network involved

	Methods used to restore service [OPTIONAL]

	Steps taken to prevent recurrence

	Root cause and trouble found [OPTIONAL]

	Applicable best practice [OPTIONAL]


Table 2: Contents of Confidential Outage Reports

More detail of the confidential outage reports is specified in the Appendix. 

4.5.1.2 Contents of Confidential Positive Reports

Table 3 summarizes the contents of the confidential positive reports.

	Reporting service provider / network operator

	Contact person

	Telephone number of contact person

	Start date of positive report

	End date of positive report


Table 3: Contents of Confidential Positive Reports

More detail of the confidential positive reports is specified in the Appendix. 

4.5.2 Scrubbed Reports

4.5.2.1 Scrubbing of Outage Reports 

Reporting service provider / network operator is deleted. This is replaced by a unique numerical identifier for the outage. The mapping between numerical identifier and any actual service provider or outage is to be maintained confidentially by the entity performing the scrubbing (the NCS). 

Contact person (name, telephone number, email address if present) is deleted.

Date of outage is left unchanged.

Time of outage is left unchanged.

Geographic Area affected is made less specific. Only the city or general geographic area is maintained in the scrubbed report. The reporting service provider can work with the NCC/NCS to determine how general the geographic area should be after the scrubbing operation. 

Name and type of equipment involved is deleted. 

Other fields are left unchanged in the scrubbed report. 

4.5.2.2 Scrubbing of Positive Reports

For positive reports, the only information which is maintained after the scrubbing function is the industry segment, and the month. It is therefore sufficient for the entity performing the scrubbing to report, for each industry segment, for each month, the total number of positive reports received. 

4.5.3 Use of Scrubbed Outage Reports
Scrubbed outage reports will be provided to NRIC VI Focus Group 2. NRIC VI FG2 will then use this data in its deliberations on Network Reliability. For example, the outage reporting information may be used to evaluate and improve the NRIC best practices. Similarly, outage data as well as positive reports may be aggregated and summarized to determine overall Network Reliability levels and trends.  

It is not appropriate for reported data to be used for Marketing nor for Public Relations purposes.

4.6 Findings and Observations

In addition to the existing wireline voice definitions outlined in 47 C.F.R.§63.100, the focus group successfully defined outage definitions for the following services:

· Internet Access (Dial-Up, Cable, DSL, Satellite and Wireless) 

· Wireless Voice 

The focus group was challenged to develop outage definitions for incidents occurring in the packet backbone. Given the architectural and protocol resiliency mechanisms typically deployed in today's networks (dual-homing, TCP, etc.) it was felt that the focus should be on large internet access incidents. Most large backbone outages resulting in Internet access issues should be covered by the new definitions. Another challenging area involved defining thresholds for incidents causing network congestion issues (equipment failures, viruses, etc.). A significant amount of work was completed in this area but the focus group was unable to provide a formal definition. The work completed in this area has been documented and is expected to be used as a foundation for NRIC VII.
 

It is worth noting that given the groups' focus on the public network, thresholds do not include dedicated access nor enterprise customers since these are often handled via a Service Level Agreement (SLA) between a customer and a service provider. 
 

5. Voluntary Outage Reporting Trial Data Analysis Results

Major outages in telephone and circuit switched networks have been reported to a central party since 1993. The results of this reporting have proven to be valuable in order to maintain a high level of network reliability for the industry via the NRIC Best Practices for Network Reliability. The Network Reliability Steering Committee (NRSC) has monitored and analyzed the major outage reports for 10 years and has provided insightful information to the FCC and to the industry as a result of this data gathering.

Focus Group 2 has been chartered to conduct a voluntary trial for those communications networks that are not already covered by the mandatory reporting of 47 C.F.R.§63.100. This voluntary trial, therefore, considers data communications networks such as cable modem, dial-up, DSL, satellite, and wireless, as well as wireless voice networks.

The data contained in Section 5 is current as of November 12, 2003.

5.1 Participation

Participants in the Voluntary Outage Reporting Trial included providers of Dial-Up, Cable, DSL, Satellite and Wireless Internet service and Wireless voice servoce.
5.1.1 Participating Organizations Providing Technical Contacts

	Allegiance
	McLeod

	AT&T
	Nextel

	AT&T Wireless
	NSF

	BellSouth
	PanAmSat

	CenturyTel
	Qwest

	Charter Communications
	Sprint

	Cingular
	SBC

	Comcast Cable Communications
	T-Mobile

	Cox Communications
	Time Warner Cable

	EarthLink
	Verisign

	Focal Communications
	Verizon

	Intelsat
	Verizon Wireless

	Level 3
	Western Wireless

	MCI
	


5.1.2 Reporting Organizations

	Month


	Number of Reporting Organizations

	January
	7

	February
	12

	March
	13

	April
	18

	May
	16

	June
	15

	July
	22

	August
	21

	September
	23

	October
	19

	November
	2


5.1.3 Positive Reports
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Note:  The data contained in Section 5 is current as of November 12, 2003.

5.2 Number of Outage Reports

5.2.1 Initial Outage Reports
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Note:  The data contained in Section 5 is current as of November 12, 2003.

5.2.2 Final Outage Reports
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Note:  The data contained in Section 5 is current as of November 12, 2003.

5.2.3 Approved Scrubbed Reports
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Note:  The data contained in Section 5 is current as of November 12, 2003.

5.3 Analysis of Failure Location
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Note:  The data contained in Section 5 is current as of November 12, 2003.

5.4 Analysis of Outage Duration
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Note:  The data contained in Section 5 is current as of November 12, 2003.

5.5 Analysis of Customers Potentially Affected
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Note:  The data contained in Section 5 is current as of November 12, 2003.

5.6 Analysis of Outage Duration and Customers Potentially Affected


Note:  The data contained in Section 5 is current as of November 12, 2003.


Note:  The data contained in Section 5 is current as of November 12, 2003.


Note:  The data contained in Section 5 is current as of November 12, 2003.


Note:  The data contained in Section 5 is current as of November 12, 2003.


Note:  The data contained in Section 5 is current as of November 12, 2003.

5.7 Comparison to Mandatory Outage Data Analysis

Table 4 presents a comparison of Voluntary Outage Reporting Trial Approved Scrubbed Reports and Mandatory outage reporting Final Reports.  While Mandatory reporting has been performed since 1992, in recent years, analysis of such reporting has started with 1993, the first complete year.  Through June 2003, 1,696 reports meeting the 30,000 customer and 30 minute duration thresholds have been analyzed for an average of 13.46 reports per month.  This is significantly greater than the Voluntary reporting rate of 4.4 reports per month.  If the comparison is restricted to 2003, the Mandatory report rate is still significantly greater, 6.5 reports per month.  The median number of customers affected in Voluntary reports (90,000) is significantly higher than in Mandatory reports (56,000 overall or 54,000 in 2003).  While the median outage duration in Voluntary reports is less than in Mandatory reports (2.39 hours versus hours 2.80 overall or 3.42 hours in 2003), the difference is not statistically significant.  

Table 4 Comparison of Voluntary and Mandatory Reporting

	Reporting
	Time Period
	Months
	Reports
	Reports Per Month
	Median Outage Duration
	Median Customers Affected

	Voluntary
	Jan - Sep 2003
	9
	40
	4.40
	2.39
	90,000

	Mandatory
	Jan - June 2003
	6
	39
	6.50
	3.42
	54,000

	Mandatory
	Jan 1993 - June 2003
	126
	1696
	13.46
	2.80
	56,000


5.8 Analysis of Outage Causes and Applicable Best Practices

This section reviews Best Practices applicable to the reported outages for this report.  Best Practices are applicable if they are deemed to be effective in preventing similar types of outages in the future, mitigating the impact of similar types of future occurrences, or improving the speed in which service restoration can be accomplished for similar types of occurrences in the future.  

The Best Practices referenced are those developed by NRIC over more than ten years, beginning with the first Network Reliability Council, which focused on network reliability, and then through subsequent Councils, which included network interoperability, network security and disaster recovery.
  The identification of effective, applicable Best Practices is very valuable information, as it can be used to enhance the service reliability of not only the reporting organization, but for the entire industry.  Best Practice identification enables others to learn from a negative experience, as opposed to repeating them.  Such guidance can be particularly beneficial in situations in which a trend has been observed.  

5.8.1 Coverage of Existing Best Practices

There were 41 outages reviewed for this report.  

Thirty-two of these outages may have been prevented if certain existing Best Practices had been followed.  For the remaining 9 outages, additional information is needed to clarify the understanding of the cause of the outage.
  

5.8.2 Identified Best Practices

In the current voluntary outage reporting trial, the reporting organization has the opportunity to provide “Applicable Best Practices” in Box “q”.  This is an optional field within the NRIC VI Voluntary Outage Reporting Trial Final Report Template.  Other fields related to analysis of applicable Best Practices include:

Box j: Apparent or Known Cause     

Box n: Methods Used to Restore Service [OPTIONAL FIELD]   

Box o: Steps Taken to Prevent Recurrence    

Box p: Root Cause & Trouble Found  [OPTIONAL FIELD] 

In addition to the reporting organization’s identification of applicable Best Practices the Data Analysis Team may suggest guidance in these regards.  

Certain existing Best Practices have been identified as being effective in preventing or mitigating the effects of events similar to the reported outages.  Reporting Service Providers are encouraged to review the following existing Best Practices to see if they are applicable to their situations.  The following Best Practices are examples of what could have been implemented to prevent, mitigate the impact of, or speed the recovery from, the reported outages:

Best Practices for Emergency Back-Up Power

6-5-0662 

Service Providers should run engines for a period of at least 1 hour on a monthly basis and, at least 5 hours, with all available loads annually. Perform annual evaluation/maintenance of all power equipment. Maintain the power alarms by testing the alarms on a scheduled basis.

6-5-0660 

Have a well-defined plan that is periodically verified for providing portable generators to offices with and without stationary engines in the event of an engine failure. 

Best Practices for Software Maintenance

6-5-0536 

As appropriate, Service Providers and Network Operators should deploy security and reliability related software updates (e.g., patches, maintenance releases, dot releases) when available between major software releases. Prior to deployment, appropriate testing should be conducted to ensure that such software updates are ready for deployment in live networks. Equipment Suppliers should include such software updates in the next generic release and relevant previous generic releases.

Best Practices for Training and Human Performance

6-5-0710 

Dig Carefully - When excavation is to take place within the specified tolerance zone, the excavator exercises such reasonable care as may be necessary for the protection of any underground facility in or near the excavation area. Methods to consider, based on certain climate and geographical conditions include: hand-digging when practical (potholing), soft digging, vacuum excavation methods, pneumatic hand tools, other mechanical methods with the approval of the facility owner/operator, or other technical methods that may be developed.

6-5-0711 

Monitor work sites - Assign trained technical personnel to monitor activities at work sites where digging is underway.  

6-5-0726 

Establish a dedicated Cable Damage Awareness/Prevention Program with excavators, locators, and municipalities.

6-5-0588 

Awareness Training - There is a critical need for a broad based educational system for all field and management personnel involved in the operation, maintenance, provisioning, security and support of network elements. The Awareness Training must stress the importance of end to end communications for all persons involved in maintenance activities on these systems. A successful program must educate its target audience on the technology, its benefits and risks, and the magnitude of traffic carried. The training must emphasize the functionality and the network impact of failure of active and standby (protect) equipment in processors, interfaces, peripheral power supplies, and other related components, and the identification of active and standby (protect) units.        Special emphasis should focus on the systematic processes for trouble isolation and repair.

6-5-0697 

Employ an "Ask Yourself" program to supplement conventional training. This initiative is intended to reinforce the responsibility every employee has to ensure flawless network service. Employees should stop and resolve problems when they can't answer yes to any of the following questions: 

Do I know why I'm doing this work?

Have I identified and notified everybody who will be directly affected by this work?

Can I prevent or control a service interruption?

Is this the right time to do this work?

Am I trained and qualified to do this work?

Are work orders, MOPs, and supporting documentation current and error-free?

Do I have everything I need to quickly restore service if something goes wrong?

Have I walked through the procedure?

Best Practices for Network Design

6-5-0731 

Provide physical diversity on critical routes when justified by a thorough risk/value analysis.

Best Practices for System Design

6-5-0510

Critical Network Elements (e.g., Domain Name Servers, Signaling Servers) that are essential for network connectivity and subscriber service, need by design and practice to be managed as critical systems (e.g., secure, redundant, alternative routing).

Best Practices for Equipment Supplier Technical Support

6-5-0540

Equipment Suppliers should share countermeasures resulting from analysis of an outage with Network Operators using the same equipment.

6-5-0552

Software fault insertion testing (including simulating network faults such as massive failures) should be performed as a standard part of an Equipment Supplier's development process.

5.9 Findings and Observations

1) The voluntary outage reporting process created an opportunity for organizations and industry segments not regularly using NRIC best practices to become familiar with these such that future outage events could be prevented or reduced.

2) Analysts with experience in reporting outages within participating industry segments contributed significantly to the quality of output related to root cause analysis and trending.
3) The number of outages reported during the voluntary trial was insufficient to provide the basis for a meaningful comparison between the results of this voluntary trial and the outage reporting results required by 47 C.F.R.§63.100.  The information from the outage reports during the voluntary trial was not intended to enable one to discern trends within any given industry segment, service provider, or equipment vendor or to make comparisons among them.  A point to note is that the Voluntary Outage Reporting Trial provided a good foundation.  There were many positive findings as well as improvement areas.  The trial was found to be beneficial from the standpoint of moving the industry platform forward to the point of being able to make more specific observations farther on. 

4) The outage reporting rate per month for the voluntary outage trial based on Final Outage Reports was approximately 6.6 per month (60 reported outages over 9 months).  The maximum number of companies submitting reports in one month during the voluntary trial was 23.

The Data Analysis Team reports the following findings/observations based on analysis of Approved Scrubbed Outage Reports:

· 80% of the outages reported during the trial that were categorized as ‘inside plant’ would indicate that networks covered under the voluntary trial are susceptible to many of the same impairments as the PSTN (e.g., procedural errors, power outages, software and hardware failures, etc.)  

· 20% of the outages reported during the trial that were categorized as ‘outside plant’ would indicate that networks covered under the voluntary trial are susceptible to many of the same impairments as the PSTN (e.g., cable cuts, power outages, acts of nature, etc.) 

· Approved Scrubbed Outage Reports (41) thru October 2003 have pushed the overall outage duration Average to more than 14 hours. A large shift due to Catastrophic Power Outage and Hurricane Isabel. The Outage Duration indicates that 90% of the outages last less than ~27 hours. Also while 90% of the Number of Customers Affected is less than ~171,000.

· Process Tolerances were also impacted by the recent “Catastrophic Power Outage” and “Hurricane Isabel”. Outage Duration Process Capability (Cpk) is 0.30 with an upper control limit of ~47 hours. Customers Affected Cpk is 0.38 with an upper control limit of ~484,000. Previously, Cpk was greater than 1 for both with upper control limits of ~23 hours for Outage Duration and ~440,000 for the Number of Customers Affected.  This is to be expected since large scale natural disasters often exceed process control limits.

· It is felt the usual challenges exist related to achieving report form completion so that data analysis can yield classifications that allow trending and comparison to best practices.  Additional work will be required to assist the industry with more complete and consistent data in the reports.

· Applicable existing NRIC best practices were found that would contribute to prevention or mitigation of most outages reported that had a discernible cause during the voluntary outage trial. Note that not all best practices are economically optimal; for example, redundancy may not always be the best solution toward the periphery of the network as it could double network provider and end-user costs. In the case of a dial-up network, an outage of physical modem ports may be backed up by another dial router in the same metropolitan area. Additionally, some outages are due to outages in other industries, for example, in the power system. 

6. Mandatory Outage Reporting Requirements Review

6.1 Review Process

The FCC Charter for NRIC VI Focus Group 2 – Network Reliability included the review of Title 47 of the Code of Federal Regulations Outage Reporting Rules Section 63.100 (Appendix G), per the following: 

Network Reliability (from Charter)

(D) Should the Commission initiate an inquiry or rulemaking with respect to any of the above-mentioned issues, the Committee will make formal recommendations as a part of such proceeding(s).

A Wireline sub-team was formed to review 47 C.F.R.§63.100, which was originally adopted in 1993 and modified in 1995, to see if there were any potential changes that might be appropriate.

6.2 Purpose

The purpose of the Wireline sub-team was to allow each participating company or entity to review 47 C.F.R.§63.100 and make comments on any proposal that advocated making changes.  Some of the participating company representatives have been reporting service disruption outages to the FCC since 1993 and were very familiar with the reporting requirements.  Other participants, who were not as familiar with Section 63.100, were given time to review the section and ask questions concerning the reasoning for reporting service disruptions based on the criteria established in 47 C.F.R.§63.100.  Once every sub-team member was familiar with 47 C.F.R.§63.100, proposals were submitted, analyzed and consensus was achieved prior to making any recommended changes.

The Wireline sub-team held numerous meetings and conference calls.  Based on input from the participants, several proposals for changes were agreed to via consensus, which are listed in Section 6.4 of this document.

6.3 Rationale

In Section 63.100, there are sub-sections that were originally adopted in 1993 that defined special offices and facilities as major airports, major military installations, key government facilities and nuclear power plants.  Instead of reporting major military installation, key government facility and nuclear power plant service disruption reports to the FCC, the reports were to be filed with the NCS, which was originally part of the Department of Defense.  With the formulation of the Department of Homeland Security, NCS was shifted to that department.

Members of the Wireline sub-team who had knowledge of service disruption reports that affected major military installations, key government facilities and nuclear power plants notified the other sub-team members that their companies had been using representatives at the NCC for Telecommunications, which is under the Critical Infrastructure Protection Division of NCS, to relay information of service disruptions affecting the aforementioned offices or facilities.  This is sensitive information addressed in a separate process under the Department of  Homeland Security, and is not being reported to the FCC.  This cross organizational process is effective and provides follow up.  Also, no reports have been sent to the FCC on these issues.

One of the major concerns has been the disclosure of critical infrastructure information in a public domain such as the FCC.  It is highly recommended that this process be expanded to include any service provider/network operator that provides service to a critical infrastructure office or facility.

Each sub-section in 47 C.F.R.§63.100 that pertained to major military installations, key government facilities and nuclear power plants was scrutinized to determine if it was appropriate to retain those service disruption reporting requirements in 47 C.F.R.§63.100.  In each case, Wireline sub-team consensus was that reference to and corresponding sub-sections should be deleted.

Another topic that was discussed in length was the 47 C.F.R.§63.100 service disruption reporting requirements that affected Federal Aviation Agency (FAA) facilities.  The criteria that was adopted by the FCC in 1995 was:

(6) An outage which affects a major airport and is deemed "air traffic impacting" is defined as the loss of greater than 50% of telecommunication services at a critical air traffic control facility including airports Terminal Radar Approach Control (TRACONS) or Air Traffic Control Towers (ATCTs) or a FAA Air Route Traffic Control Center (ARTCC) that impacts the ability of the air traffic facility to control air traffic as determined by the FAA Air Traffic Supervisor at the Air Traffic Systems Command Center (ATSCC).  This may include loss of critical telecommunications services that transmit radar data, flight plan data or controller-to-pilot and controller-to-controller voice.
As more information was accumulated over the years, it was decided that the criteria to report outages affecting FAA facilities, as written, needed to be updated.  A proposal was submitted by the contracted company that handles telecommunications for the FAA, which is listed in 6.4 Findings and Observations.

Sub-section (d) on fire-related incidents has been used to report outside plant service disruptions.  Historically, the sub-section did not realize the objective set by the FCC in 1995, e.g., central office events.  Therefore, the Wireline sub-team is recommending the sub-section be removed from 47 C.F.R.§63.100.

 Below is a list of the 47 C.F.R.§63.100 sub-sections that are being submitted for change or removal (strike through indicates change or removal).  Also, refer to Appendix G, which is a copy of 47 C.F.R.§63.100 that was obtained from the FCC website.

National Communications System (NCS) References:

(a)(3) - Special offices and facilities are defined as major airports. , major military installations, key government facilities, and nuclear power plants.  911 special facilities are addressed separately in paragraph (a)(4) of this section.

(a)(5) Major airports are defined as those airports described by the Federal Aviation Administration as large or medium hubs.  The member agencies of the National Communications System (NCS) will determine which of their locations are ``major military installations'' and ``key government facilities.'‘

(a)(7) A mission-affecting outage is defined as an outage that is deemed critical to national security/emergency preparedness (NS/EP) operations of the affected facility by the National Communications System member agency operating the affected facility.

(e) Any local exchange or interexchange common carrier or competitive access provider that operates transmission or switching facilities and provides access service or interstate or international telecommunications service, that experiences an outage on any facilities which it owns, operates or leases which potentially affects special offices and facilities … 

Report at these facilities will be made according to the following procedures:

(e)(1) When there is a mission-affecting outage, the affected facility will report the outage to the National Communications System (NCS) … will either:

(e)(1)(i) Forward a report of the outage to the Commission, supplying the information for initial reports affecting special facilities specified in this section of the Commission's Rules;
(e)(1)(ii) Forward a report of the outage to the Commission, designating the outage as one affecting ``special facilities,'' but reporting it at a level of detail that precludes identification of the particular facility involved; or

(e)(1)(iii) Hold the report at the NCS due to the critical nature of the application.

(e)(2) If there is to be a report to the Commission, a written or oral report will be given by the NCS within 120 minutes of an outage to the Commission's Duty Officer …

(e)(3) If there is to be a report to the Commission, the service provider will provide a written report to the NCS …

Federal Aviation Agency (FAA) Reference:

(6) An outage which ``potentially affects'' a major airport is defined as an outage that disrupts 50% or more of the air traffic control links or other FAA communications links to any major airport, any outage that has caused an Air Route Traffic Control Center (ARTCC) or major airport to lose it radar, any ARTCC or major airport outage that has received any media attention of which the carrier's reporting personnel are aware, any outage that causes a loss of both primary and backup facilities at any ARTCC or major airport, and any outage to an ARTCC or major airport that is deemed important by the FAA as indicated by FAA inquiry to the carrier management personnel.

Replacement Proposal:

(6) An outage which affects a major airport and is deemed "air traffic impacting" is defined as the loss of greater than 50% of telecommunication services at a critical air traffic control facility including airports Terminal Radar Approach Control (TRACONS) or Air Traffic Control Towers (ATCTs) or a FAA Air Route Traffic Control Center (ARTCC) that impacts the ability of the air traffic facility to control air traffic as determined by the FAA Air Traffic Supervisor at the Air Traffic Systems Command Center (ATSCC).  This may include loss of critical telecommunications services that transmit radar data, flight plan data or controller-to-pilot and controller-to-controller voice.

Fire-Related Reference:

(d) Any local exchange or interexchange carrier or competitive access provider that operates transmission or switching facilities and provides access service or interstate or international telecommunications service that experiences a fire-related incident in any facilities which it owns, operates or leases that impacts 1000 or more service lines …

6.4 Findings and Observations
Interpretation of the outage reporting requirements is a critical component of achieving consistent report form completion so the data analysis could yield classifications that allows trending and comparison to best practices.

The voluntary trial data analysis identified a possible inconsistency in the interpretation of outage start and end times by service providers for both mandatory and voluntary outage reports.  This will be addressed by clarifying language to be developed by the NRSC and provided to the NRIC VII reliability focus group for consideration.
7.  Recommendations

7.1 Voluntary Outage Reporting Trial Recommendations

7.1.1 Key Recommendations 

Based upon overwhelming support of the Voluntary Outage Reporting Trial participants, the Focus Group 2 recommends that the industry continue Outage Reporting based on the following actions:

· Sustain an industry led outage reporting initiative

· Use the processes established in the Voluntary Outage Reporting Trial (e.g., report scrubbing by the NCS/NCC)

· Preserve continuity by moving data analysis to a special experts group under the NRSC on an interim basis

· Generate summary data analysis reports for the NRIC Network Reliability Focus Group and the communications industry

· Incorporate improvements, including those identified by NRIC VI Focus Group 2

Focus Group 2 recommends that the charter for the NRIC VII should allow the Network Reliability focus group to:

· Monitor the progress of the industry led initiative

· Report findings to NRIC Council

· Promote expansion of reporting participation

· Assess potential changes to the reporting process, report administration (being performed in the NCS/NCC), and data analysis (being performed in the NRSC)

7.1.2 Recommendations on the Process

Focus Group 2 carefully studied the process used to collect and analyze data.  The team agreed that, while the trial validated many of the processes, there were still improvement opportunities.  Process improvements are recommended below. 

· Develop a process that allows all participating parties to discuss outage reports in a confidential manner

· Provide FCC access to the raw outage data under strict confidentiality

· Develop a process to facilitate queries from the data analysis group to Service Providers for clarifications regarding outage reports

· Increase information, e.g., requiring completion of currently optional fields (while assuring confidentiality)

· Improve outage templates and data field descriptions
· Employ data categorization similar to that used by the NRSC 
· Improve accountability of participants for completeness of reports
· Develop effective follow-up procedures and apply quality process management
7.1.3 Recommendations Going Forward
The team recognized that all of the work required to ensure a complete and solid process was not completed.  Therefore the team delineated forward-looking work.  We recommend that the work done in NRIC VI in this area be used as the basis for a concerted effort to develop units and quantitative thresholds for identifying degraded Internet performance.

Events in IP data networks may sometimes cause degradation in performance, making the network service essentially unusable, without causing any complete failure of connectivity. For example, several denial of service attacks occurred during calendar years 2002 and 2003. These caused widespread disruption of Internet services, without any service provider reporting that a threshold had been exceeded.

Focus Group 2 considered defining units and thresholds to measure degraded performance, for the purpose of voluntary reporting of events in data networks. We reached consensus on several items and we identified issues that need further work:

· We agreed to recommend that our discussion regarding a unit and associated threshold based on degraded performance be used as a basis for ongoing work in this area (ie, to be possibly used for ongoing reporting after the NRIC 6 voluntary trial). 

· We agreed that Packet Loss Rate should be a unit for measuring degraded performance.

· We discussed the possible threshold for Packet Loss Rate:

· There is an ITU specification that a network experiencing a loss rate of 75% should be considered as not available. We agreed that a loss rate this large is comparable to a total outage from a user’s perspective. However, we also agreed that the 75% loss rate is too large to be used as the threshold. A network with lower loss rate is still unusable.

· We considered a possible threshold corresponding to a 20% loss rate. There was a general feeling that this number is either correct or too large. There was however no consensus on choosing this number. It was felt that we need to have a concrete rationale for any threshold chosen, and we don't have any concrete rationale at this time for this or any other threshold.  

· We discussed whether Packet Loss Rate should be defined on a point to point basis between major core network points, or averaged over a core network. No consensus nor precise definition was reached. 

· We discussed possible measurement methodology for measuring packet loss rate. One possible method is to make use of explicit test packets between measurement devices. Another possible method is to make use of router statistics. 

· We agreed that it is appropriate for outage reporting guidelines to define the units and thresholds, and to leave it up to the service provider to determine how to measure the units and figure out whether the thresholds have been exceeded. Some related information is in RFC 2680 "A One-way Packet Loss Metric for IPPM".

7.2 Mandatory Outage Reporting Requirements Recommendations

The Wireline sub-team reviewed 47 C.F.R.§63.100 and acknowledged three findings. 

· The sub-section in 47 C.F.R.§63.100 on reporting service disruptions to the NCS, instead of the FCC, on critical infrastructure offices or facilities is sensitive information addressed in a separate process under the Department of  Homeland Security, and is not being reported to FCC. This cross organizational process is effective and provides follow up. Also, no reports have been sent to the FCC on these issues. We recommend this criteria be eliminated. 
· FAA related outages sub-section needs to be reworded to reflect what is considered critical communications by the FAA.

· Service disruption reports on fire-related outages have been submitted to the FCC since 1993. Historically, this section of 47 C.F.R.§63.100 does not realize objective set by FCC in 1995.  Data has not been used by the Network Reliability Steering Committee (NRSC) or industry body for trend analysis.  We recommend this criteria be eliminated. 
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Appendix A – Voluntary Trial Positive Outage Report Template
NRIC VI Voluntary Outage Reporting Trial

Positive Report Template
Confidential Commercial Information

This is <Insert Company Name Here> proprietary information

for which exemption under the Freedom of Information Act is asserted.
	Reporting Service Provider / Network Operator



	Contact Person



	Telephone Number of Contact Person



	Start Date of Positive Report



	End Date of Positive Report




Appendix B – Voluntary Trial Initial Outage Report Template and Field Descriptions
NRIC VI Voluntary Outage Reporting Trial

Initial Report Template
Confidential Commercial Information

This is <Insert Company Name Here> proprietary information

for which exemption under the Freedom of Information Act is asserted.
	Box a:  Reporting Service Provider / Network Operator
 
	Box b: Contact Person

 

	Box c: Telephone Number of Contact Person


	Box d: Start Date  (mm/dd/yy of Incident)

 

	Box e: Start Time of Impact 


	Box f: Geographic Area Affected [OPTIONAL FIELD]
 
 

	Box g: Est. Number of Customers Affected [OPTIONAL FIELD]

	 
 

	Box j: Apparent or Known Cause  [OPTIONAL FIELD]




Initial Report Field Descriptions:

 
 
Service Provider / Network Operator:  Provide the name of the service provider or network operator filing the outage report.

Contact Person:  Provide the name of the individual reporting the initial outage.  This should be the person who should 

be contacted to provide further information concerning the outage.

  
Telephone Number of Contact Person:  Provide the telephone number at which the person above can be reached.
 
Start date:  Provide the date when the outage started for the geographic area of the outage. 
Start time of the outage (GMT).
Geographic Area Affected (general):  Provide the (primary) city and state impacted by the outage.  For outages with 

wide-ranging impact, descriptions such as “Southwestern Texas” or “Northeastern United States” may be more 

appropriate and descriptive.

Estimated Number of Customers Affected:  Provide the estimate at the time of the initial outage report of the number of

customers affected by the outage event.

Apparent or Known Cause (high level event description):  Provide the best estimate at the time of the initial outage 

report as to the apparent or known cause(s) of the outage event.  Examples; commercial power failure, fire, 

earthquake, cable cut, software error, hardware failure, etc.

Appendix C – Voluntary Trial Final Outage Report Template

NRIC VI Voluntary Outage Reporting Trial

Final Report Template
Confidential Commercial Information

This is <Insert Company Name Here> proprietary information

for which exemption under the Freedom of Information Act is asserted.
	Box a:  Reporting Service Provider / Network Operator

	Box b: Contact Person
 
 

	Box c: Telephone Number of Contact Person


	Box d: Start Date  (mm/dd/yy of Incident)

 

	Box e: Start Time of Impact (GMT)


	Box f: Geographic Area Affected

 

	Box g: Estimated Number of Customers Affected

 
	Box h: Types of Services Affected (if applicable)

 

	Box i:  Duration of Outage

                                    Hrs. ____           Min. ____

  

	Box j: Apparent or Known Cause  
   

	Box k: Name of Equipment Involved  [OPTIONAL FIELD]



	Box l: Type of Equipment Involved  [OPTIONAL FIELD]



	Box m: Specific Part of Network Involved  
 
 

	Box n: Methods Used to Restore Service [OPTIONAL FIELD] 

  

	Box o: Steps Taken to Prevent Recurrence  
  

	Box p: Root Cause & Trouble Found  [OPTIONAL FIELD] 
 
  

	Box q: Applicable Best Practices  [OPTIONAL FIELD] 
 
  


Appendix D – Final Report Information Fields

Final Report Information Fields are listed and described below. (Because greater understanding of

the outage event is likely as the final report is prepared, information fields may change between the initial report and

final report)
Service Provider / Network Operator:  Provide the name of the service provider or network operator filing the outage report.  (Scrub Action – Delete)
Contact Person:  Provide the name of the individual reporting the initial outage.  This should be the person who should
be contacted to verify the scrubbed report.  (Scrub Action – Delete)
Telephone Number of Contact Person:  Provide the telephone number at which the person above can be reached.  A 
fax number and e-mail address would also be helpful.  (Scrub Action – Delete)
Start date: Provide the date when the outage started.
Start time of the impact (GMT): Provide the time in GMT. 
Geographic Area Affected (general): provide the (primary) city and state impacted by the outage.  For outages with 
wide-ranging impact, descriptions such as “Southwestern Texas” or “Northeastern United States” may be more 
appropriate and descriptive.  (Scrub Action – Geographic Area affected is made less specific. Only the city or general geographic area is maintained in the scrubbed report. The reporting service provider can work with the NCC/NCS to determine how general the geographic area should be after the scrubbing operation.)
Estimated Number of Customers Affected: Provide the estimate of the number of Customers Potentially
Affected during the outage  
Types of Services Affected (if applicable): Provide a short list of service(s) affected. 
Duration of Outage: Provide the duration from the time of the outage start until substantially all service is restored to the
customers affected.  
Apparent or Known Cause (high level event description): Provide the determined cause(s) of the outage based on 
analysis of the data collected surrounding the event.  Examples: commercial power failure, fire, earthquake, cable cut,
software error, hardware failure, etc.
Name of Equipment Involved: Provide the vendor name of the equipment involved in the outage.  (Scrub Action – Delete)
Type of Equipment Involved: Provide the specific equipment (including release) involved in the outage.  (Scrub Action – Delete)
Specific Part of Network Affected: e.g., tandem switch, signaling network, central office power plant, outside plant
Steps Taken to Prevent Recurrence: Describe what steps have or will be taken by the carrier to implement, at both this
location and throughout its network(s) if appropriate, the corrective actions identified through its Root Cause Analysis
of this incident. If a time frame  for implementation exists, it should  be provided. If no further action is required or
planned, the carrier should so indicate.
Root Cause and Trouble Found: Provide the direct and root causes of the event.  The direct cause is the action or
procedure that triggered the incident.  The root cause is the key problem, which once identified and corrected prevents 
the same or a similar problem from recurring. It is not uncommon that two or more problems may be closely linked and
may require detailed investigation. However, in any single incident there should be only one root cause.
Applicable Best Practices: Provide a listing and evaluation of the effectiveness in the immediate case of any “best 
practices” or industry standards (e.g., NRIC Best Practices at www.nric.org). 
Appendix E – Sample Outage Reports

NRIC VI Voluntary Outage Reporting Trial

Initial Report Template
Sample

Confidential Commercial Information

This is XYZ Communications proprietary information

for which exemption under the Freedom of Information Act is asserted.
	Box a:  Reporting Service Provider / Network Operator
XYZ Communications

 
	Box b: Contact Person

John Doe

 

	Box c: Telephone Number of Contact Person

xxx-xxx-xxxx


	Box d: Start Date  (mm/dd/yy of Incident)

July 1, 2003

 

	Box e: Start Time of Impact 

3:00 p.m. GMT


	Box f: Geographic Area Affected [OPTIONAL FIELD]
Boston, MA
 

	Box g: Est. Number of Customers Affected [OPTIONAL FIELD]
35,000


	 
 

	Box j: Apparent or Known Cause  [OPTIONAL FIELD]

Router failed when back-up battery plant discharged following commercial power outage.

 


NRIC VI Voluntary Outage Reporting Trial

Final Report Template
Sample
Confidential Commercial Information

This is XYZ Communications proprietary information

for which exemption under the Freedom of Information Act is asserted.
	Box a:  Reporting Service Provider / Network Operator
XYZ Communications


	Box b: Contact Person
John Doe 
 

	Box c: Telephone Number of Contact Person

xxx-xxx-xxxx


	Box d: Start Date  (mm/dd/yy of Incident)

July 1, 2003

 

	Box e: Start Time of Impact (GMT)

3:00 p.m. GMT


	Box f: Geographic Area Affected

Boston, MA

 

	Box g: Estimated Number of Customers Affected

35,000

 
	Box h: Types of Services Affected (if applicable)

Data

 

	Box i:  Duration of Outage

                                    Hrs. _3___           Min. __15__

  

	Box j: Apparent or Known Cause  
Router failed when back-up battery plant discharged following commercial power outage.  No alarm indication was received at the Maintenance Center.
   

	Box k: Name of Equipment Involved  [OPTIONAL FIELD]

ABC Model def Router



	Box l: Type of Equipment Involved  [OPTIONAL FIELD]

Router



	Box m: Specific Part of Network Involved  
IP access node. 
 

	Box n: Methods Used to Restore Service [OPTIONAL FIELD] 

Technician dispatched and found back-up battery plant discharged.  Router was restored following restoration of Commercial Power.

  

	Box o: Steps Taken to Prevent Recurrence  
Inhibited alarms were restored.  

Verification of alarms completed at this location and begun at other locations.

Reviewing training procedures and availability of back-up generators. 

  

	Box p: Root Cause & Trouble Found  [OPTIONAL FIELD] 
Power alarms were inhibited during provision activities and were not restored upon completion of work.  Commercial Power failure was undetected, back-up batteries discharged, and equipment failed.  Commercial Power was restored before back-up generator could be dispatched.
  

	Box q: Applicable Best Practices  [OPTIONAL FIELD] 
6-5-0602
Establish procedure to reactivate alarms after provisioning - The volume of alarms during provisioning create a potential for alarm saturation and makes it very difficult to differentiate between a real alarm and those caused by other activities. A common practice is to simply inhibit these alarms or set their thresholds so high they do not report.  The danger here is that there must be a fail-safe measure to turn these alarms back on when the facility is carrying traffic.
6-5-0637
Assure programs exist for alarm testing.
6-5-0650
Place strong emphasis on human activities related to the operation of power systems (e.g., maintenance procedures, alarm system operation and response procedures, and training for operations personnel (craft)).  Provide hands-on training for operation and maintenance of power equipment, including regularly scheduled refresher training. Train  local workforces on AC switchgear to understand procedures and stage occasional rehearsals.
6-5-0689
Provide a separate "battery discharge" alarm for all battery plants.  Program the alarm to repeat (e.g., at least every 15 minutes).
6-5-0691
Highlight the battery discharge and other critical alarms at the remote center.



SCRUBBED

NRIC VI Voluntary Outage Reporting Trial

Final Report Template
Sample
	Box a:  Reporting Service Provider / Network Operator

	Box b: Contact Person
 

	Box c: Telephone Number of Contact Person


	Box d: Start Date  (mm/dd/yy of Incident)

July 1, 2003

 

	Box e: Start Time of Impact (GMT)

3:00 p.m. GMT


	Box f: Geographic Area Affected

Northeastern U.S.

 

	Box g: Estimated Number of Customers Affected

35,000

 
	Box h: Types of Services Affected (if applicable)

Data

 

	Box i:  Duration of Outage

                                    Hrs. _3___           Min. __15__

  

	Box j: Apparent or Known Cause  
Router failed when back-up battery plant discharged following commercial power outage.  No alarm indication was received at the Maintenance Center.
   

	Box k: Name of Equipment Involved  [OPTIONAL FIELD]



	Box l: Type of Equipment Involved  [OPTIONAL FIELD]



	Box m: Specific Part of Network Involved  
IP access node. 
 

	Box n: Methods Used to Restore Service [OPTIONAL FIELD] 

Technician dispatched and found back-up battery plant discharged.  Router was restored following restoration of Commercial Power.

  

	Box o: Steps Taken to Prevent Recurrence  
Inhibited alarms were restored.  

Verification of alarms completed at this location and begun at other locations.

Reviewing training procedures and availability of back-up generators. 

  

	Box p: Root Cause & Trouble Found  [OPTIONAL FIELD] 
Power alarms were inhibited during provision activities and were not restored upon completion of work.   Commercial Power failure was undetected, back-up batteries discharged, and equipment failed.  Commercial Power was restored before back-up generator could be dispatched.
  

	Box q: Applicable Best Practices  [OPTIONAL FIELD] 
6-5-0602
Establish procedure to reactivate alarms after provisioning - The volume of alarms during provisioning create a potential for alarm saturation and makes it very difficult to differentiate between a real alarm and those caused by other activities. A common practice is to simply inhibit these alarms or set their thresholds so high they do not report. The danger here is that there must be a fail-safe measure to turn these alarms back on when the facility is carrying traffic.
6-5-0637
Assure programs exist for alarm testing.
6-5-0650
Place strong emphasis on human activities related to the operation of power systems (e.g., maintenance procedures, alarm system operation and response procedures, and training for operations personnel (craft)).  Provide hands-on training for operation and maintenance of power equipment, including regularly scheduled refresher training. Train local workforces on AC switchgear to understand procedures and stage occasional rehearsals.
6-5-0689
Provide a separate "battery discharge" alarm for all battery plants.  Program the alarm to repeat (e.g., at least every 15 minutes).
6-5-0691
Highlight the battery discharge and other critical alarms at the remote center.
  


Appendix F – NRIC VI Charter

CHARTER
of the
NETWORK RELIABILITY and INTEROPERABILITY COUNCIL - VI

A. The Committee's Official Designation

The official designation of the advisory committee will be the "Network Reliability and Interoperability Council."

B. The Committee's Objective and Scope of its Activity

The purposes of the Committee are to give telecommunications industry leaders the opportunity to provide recommendations to the FCC and to the industry that, if implemented, would under all reasonably foreseeable circumstances assure optimal reliability and interoperability of wireless, wireline, satellite, and cable public telecommunications networks. This includes facilitating the reliability, robustness, security, and interoperability of public telecommunications networks. The scope encompasses recommendations that would ensure the security and sustainability of public telecommunications networks throughout the United States; ensure the availability of adequate public telecommunications capacity during events or periods of exceptional stress due to natural disaster, terrorist attacks or similar occurrences; and facilitating the rapid restoration of telecommunications services in the event of widespread or major disruptions in the provision of telecommunications services. The Committee will address topics in the following areas:

1. Homeland Security 

(A) Prevention. The Committee will assess vulnerabilities in the public telecommunications networks and the Internet and determine how best to address those vulnerabilities to prevent disruptions that would otherwise result from terrorist activities, natural disasters, or similar types of occurrences.

(1) In this regard, the Committee will conduct a survey of current practices by wireless, wireline, satellite, and cable telecommunications services providers and Internet service providers that address the Homeland Defense concerns articulated above. 

(2) By December 31, 2002 the Committee will issue a report identifying areas for attention and describing best practices, with checklists, that should be followed to prevent disruptions of public telecommunications services and the Internet from terrorist activities, natural disasters, or similar types of occurrences.

(B) Restoration. The Committee will report on current disaster recovery mechanisms, techniques, and best practices and develop any additional best practices, mechanisms, and techniques that are necessary, or desirable, to more effectively restore telecommunications services and Internet services disruptions arising from terrorist activities, natural disasters, or similar types of occurrences. 

(1) The Committee will report on the viability of any past or present mutual aid agreements and develop, and report on, any additional perspectives that may be appropriate to facilitate effective telecommunications services restorations. The Committee will issue this report within six (6) months after its first meeting.

(2) The Committee will issue a report containing best practices recommendations, and recommended mechanisms and techniques (including checklists), for disaster recovery and service restoration. The Committee will issue this report within twelve (12) months of its first meeting.

(3) The Committee will prepare and institute mechanisms for maintaining and distributing contact information for telecommunications industry personnel who are, or may be, essential to effective telecommunications service and Internet restoration efforts within six (6) months of the first meeting of the Committee.

(C) Public Safety. The Committee will explore and report on such actions as may be necessary or desirable to ensure that commercial telecommunications services networks (including wireless, wireline, satellite, and cable public telecommunications networks) can meet the special needs of public safety emergency communications, including means to prioritize, as appropriate, public safety usage of commercial services during emergencies.

2. Network Reliability 

(A) The Committee will prepare and provide recommended requirements for network reliability and network reliability measurements for wireline, wireless, satellite, and cable public telecommunications networks, and for reliability measurements for the Internet, for reporting within twelve (12) months of the Committee's first meeting.

(B) The Committee will evaluate, and report on, the reliability of public telecommunications network services in the United States, including the reliability of router, packet, and circuit-switched networks.

(C) During the charter of a previous Committee, interested participants recommended that the FCC adopt a voluntary reporting program in conjunction with the National Communications System, to gather outage data for those telecommunications and information service providers not currently required to report outages to the Commission, and voluntary reporting was initiated. The Committee shall: (i) analyze the data obtained from the voluntary trial; and (ii) report on the efficacy of that process and the information obtained therefrom.

(D) Should the Commission initiate an inquiry or rulemaking with respect to any of the above-mentioned issues, the Committee will make formal recommendations as a part of such proceeding(s).

3. Network Interoperability 

The Committee will prepare analyses and, where appropriate, make recommendations for improving interoperability among networks to achieve the objectives that are contained in Section 256 of the Telecommunications Act of 1996, with particular emphasis on ensuring "the ability of users and information providers to seamlessly and transparently transmit and receive information between and across telecommunications networks."

4. Broadband Deployment 

The Committee will make recommendations concerning the need for technical standards to ensure the compatibility and deployment of broadband technologies and services, and will evaluate the need for improvements in the reliability of broadband technologies and services.

5. Other Topics 

(A) The Committee will make recommendations with respect to such additional topics as the Commission may specify. These topics may include requests for recommendations and technical advice on interoperability issues that may arise from convergence and digital packet networks, and how the Commission may best fulfill its responsibilities, particularly with respect to national defense and safety of life and property (including law enforcement) under the Communications Act. 

(B) The Committee will assemble data and other information, perform analyses, and provide recommendations and advice to the Federal Communications Commission and the telecommunications industry concerning the foregoing.

C. Period of Time Necessary for the Committee to Carry Out its Purpose
The Committee will require two years to carry out the purposes for which it was created. 

D. Official to Whom the Committee Reports

The Committee will report to the Chairman, Federal Communications Commission.

E. Agency Responsible for Providing Necessary Support

The Federal Communications Commission will provide the necessary support for the Committee, including the facilities needed for the conduct of the meetings of the committee. Private sector members of the committee will serve without any government compensation and will not be entitled to travel expenses or per diem or subsistence allowances.

F. Description of the Duties for Which the Committee is Responsible

The duties of the Committee will be to gather the data and information necessary to prepare studies, reports, and recommendations for assuring optimal network reliability and restoration of damaged, or impaired, telecommunications services within the parameters set forth in Section B, above. The Committee will also monitor future developments to ensure that network interoperability and network reliability are not at risk.

G. Estimated Annual Operating Costs in Dollars and Staff Years

Estimated staff years that will be expended by the Committee are three (3) for the FCC staff and 12 for private sector and other governmental representatives. The estimated annual cost to the FCC of operating the committee is $200,000.

H. Estimated Number and Frequency of Committee Meetings

The Committee will meet at least two times per year. Informal subcommittees may meet more frequently to facilitate the work of the Committee.

I. Committee's Termination Date
The Committee will terminate January 6, 2004.

J. Date Original Charter Filed

January 6, 1992 (December 4, 1998 (amended); December 9, 1999 (renewed); December 26, 2001 (renewed).
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                       TITLE 47--TELECOMMUNICATION

        CHAPTER I--FEDERAL COMMUNICATIONS COMMISSION--(CONTINUED)

  PART 63--EXTENSION OF LINES, NEW LINES, AND DISCONTINUANCE, REDUCTION, OUTAGE AND IMPAIRMENT OF SERVICE BY COMMON CARRIERS; AND GRANTS OF RECOGNIZED PRIVATE OPERATING AGENCY STATUS--Table of Contents

Sec. 63.100  Notification of service outage.

    (a) As used in this section:

    (1) Outage is defined as a significant degradation in the ability of a customer to establish and maintain a channel of communications as a result of failure or degradation in the performance of a carrier's network.

    (2) Customer is defined as a user purchasing telecommunications 

service from a common carrier.

    (3) Special offices and facilities are defined as major airports, major military installations, key government facilities, and nuclear power plants. 911 special facilities are addressed separately in paragraph (a)(4) of this section.

    (4) An outage which potentially affects a 911 special facility is defined as a significant service degradation, switch or transport, where rerouting to the same or an alternative answering location was not implemented, and involves one or more of the following situations:

    (i) Isolation of one or more Public Service Answering Points (PSAPs) for 24 hours or more, if the isolated PSAPs collectively serve less than 30,000 or more access lines, based on the carrier's database of lines served by each PSAP; or

    (ii) Loss of call processing capabilities in the E911 tandem(s), for 

30 minutes or more, regardless of the number of customers affected; or

    (iii) Isolation of one or more PSAP(s), for 30 or more minutes, if 

the isolated PSAPs collectively serve 30,000 or more access lines, based 

on the carrier's database of lines served by each PSAP; or

    (iv) Isolation of an end office switch or host/remote cluster, for 

30 minutes or more, if the switches collectively serve, 30,000 or more 

access lines.

    (5) Major airports are defined as those airports described by the 

Federal Aviation Administration as large or medium hubs. The member 

agencies of the National Communications System
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(NCS) will determine which of their locations are ``major military 

installations'' and ``key government facilities.''

    (6) An outage which ``potentially affects'' a major airport is 

defined as an outage that disrupts 50% or more of the air traffic 

control links or other FAA communications links to any major airport, 

any outage that has caused an Air Route Traffic Control Center (ARTCC) 

or major airport to lose it radar, any ARTCC or major airport outage 

that has received any media attention of which the carrier's reporting 

personnel are aware, any outage that causes a loss of both primary and 

backup facilities at any ARTCC or major airport, and any outage to an 

ARTCC or major airport that is deemed important by the FAA as indicated 

by FAA inquiry to the carrier management personnel.

    (7) A mission-affecting outage is defined as an outage that is 

deemed critical to national security/emergency preparedness (NS/EP) 

operations of the affected facility by the National Communications 

System member agency operating the affected facility.

    (b) Any local exchange or interexchange common carrier or competitive access provider that operates transmission or switching facilities and provides access service or interstate or international telecommunications service, that experiences an outage which potentially affects 50,000 or more of its customers on any facilities which it owns, operates or leases, must notify the Commission if such outage continues for 30 or more minutes. Satellite carriers and cellular carriers are exempt from this reporting requirement. Notification must be served on the Commission's Duty Officer, on duty 24 hours a day in the FCC's Communications and Crisis Management Center in Washington, DC. Notification may be served on the Commission's Watch Officer on duty at the FCC's Columbia Operations Center in Columbia, MD, or at such other facility designated by the Commission by regulation or (at the time of the emergency) by public announcement only if there is a telephone outage or similar emergency in Washington, DC. The notification must be by facsimile or other record means delivered within 120 minutes of the carrier's first knowledge that the service outage potentially affects 50,000 or more customers, if the outage continues for 30 or more minutes. Notification shall identify a contact person who can provide further information, the telephone number at which the contact person can be reached, and what information is known at the time about the service outage including: the date and estimated time (local time at the location of the outage) of commencement of the outage; the geographic area affected; the estimated number of customers affected; the types of services affected (e.g., interexchange, local, cellular); the duration of the outage, i.e. time elapsed from the estimated commencement of the outage until restoration of full service; the estimated number of blocked calls during the outage; the apparent or known cause of the incident, including the name and type of equipment involved and the specific part of the network affected; methods used to restore service; and the steps taken to prevent recurrences of the outage. When specifying the types of services affected by any reportable outage, carriers must indicate when 911 service was disrupted and rerouting to alternative answering locations was not implemented. The report shall be captioned Initial Service Disruption Report. Lack of any of the above information shall not delay the filing of this report. Not later than thirty days after the outage, the carrier shall file with the Chief, Office of Engineering and Technology, a Final Service Disruption Report providing all available information on the service outage, including any information not contained in its Initial Service Disruption Report and detailing specifically the root cause of the outage and listing and 

evaluating the effectiveness and application in the immediate case of 

any best practices or industry standards identified by the Network 

Reliability Council to eliminate or ameliorate outages of the reported 

type.

    (c) Any local exchange or interexchange common carrier or 

competitive access provider that operates transmission or switching 

facilities
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and provides access service or interstate or international 

telecommunications service, that experiences an outage which potentially affects at least 30,000 and less than 50,000 of its customers on any facilities which it owns, operates or leases, must notify the Commission if such outage continues for 30 or more minutes. Satellite carriers and cellular carriers are exempt from this reporting requirement. 

Notification must be served on the Commission's Duty Officer, on duty 24 hours a day in the FCC's Communications and Crisis Management Center in Washington, DC. Notification may be served on the Commission's Watch Officer on duty at the FCC's Columbia Operations Center in Columbia, MD, or at such other facility designated by the Commission by regulation or (at the time of the emergency) by public announcement only if there is a telephone outage or similar emergency in Washington, DC. The notification must be by facsimile or other record means delivered within 3 days of the carrier's first knowledge that the service outage potentially affects at least 30,000 but less than 50,000 customers, if the outage continues for 30 or more minutes. Notification shall identify the carrier and a contact person who can provide further information, the telephone number at which the contact person can be reached, and what information is known at the time about the service outage including: the date and estimated time (local time at the location of the outage) of commencement of the outage; the geographic area affected; the estimated number of customers affected; the types of services affected (e.g., interexchange, local, cellular); the duration of the outage, i.e. time elapsed from the estimated commencement of the outage until restoration of full service; the estimated number of blocked calls during the outage; the apparent or known cause of the incident, including the name and type of equipment involved and the specific part of the network affected; methods used to restore service; and the steps taken to prevent recurrences of the outage. When specifying the types of services affected by any reportable outage, carriers must indicate when 911 service was disrupted and rerouting to alternative answering locations was not implemented. The report shall be captioned Initial Service Disruption Report. Lack of any of the above information shall not delay the filing of this report. Not later than thirty days after the outage, the carrier shall file with the Chief, Office of Engineering and Technology, a Final Service Disruption Report providing all available information on the service outage, including any information not contained in its Initial Service Disruption Report and detailing specifically the root cause of the outage and listing and evaluating the effectiveness and application in the immediate case of any best practices or industry standards identified by the Network Reliability Council to eliminate or ameliorate outages of the reported type.

    (d) Any local exchange or interexchange carrier or competitive access provider that operates transmission or switching facilities and provides access service or interstate or international 

telecommunications service that experiences a fire-related incident in 

any facilities which it owns, operates or leases that impacts 1000 or 

more service lines must notify the Commission if the incident continues 

for a period of 30 minutes or longer. Satellite carriers and cellular 

carriers are exempt from this reporting requirement. Notification must 

be served on the Commission's Duty Officer, on duty 24 hours a day in 

the FCC's Communications and Crisis Management Center in Washington, DC. 

Notification may be served on the Commission's Watch Officer on duty in 

the FCC's Columbia Operations Center in Columbia, MD, or at such other 

facility designated by the Commission by regulation or (at the time of 

the emergency) by public announcement only if there is a telephone 

outage or similar emergency in Washington, DC. The notification must be 

by facsimile or other recorded means delivered within 3 days of the 

carrier's first knowledge that the incident is fire-related, impacting 

1000 or more lines for thirty or more minutes. Notification shall 

identify the carrier and a contact person who can provide further 

information, the telephone number at which the contact person can be 

reached, and what information is
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known at the time about the service outage including: the date and 

estimated time (local time at the location of the outage) of 

commencement of the outage; the geographic area affected; the estimated 

number of customers affected; the types of services affected (e.g., 

interexchange, local cellular); the duration of the outage, i.e. time 

elapsed from the estimated commencement of the outage until restoration 

of full service; the estimated number of blocked calls during the 

outage; the apparent or known cause of the incident, including the name 

and type of equipment involved and the specific part of the network 

affected; methods used to restore service; and the steps taken to 

prevent recurrences of the outage. When specifying the types of services 

affected by any reportable outage, carriers must indicate when 911 

service was disrupted and rerouting to alternative answering locations 

was not implemented. The report shall be captioned Initial Service 

Disruption Report. Lack of any of the above information shall not delay 

the filing of this report. Not later than thirty days after the outage, 

the carrier shall file with the Chief, Office of Engineering and 

Technology, a Final Service Disruption Report providing all available 

information on the service outage, including any information not 

contained in its Initial Service Disruption Report and detailing 

specifically the root cause of the outage and listing and evaluating the 

effectiveness and application in the immediate case of any best 

practices or industry standards identified by the Network Reliability 

Council to eliminate or ameliorate outages of the reported type.

    (e) Any local exchange or interexchange common carrier or 

competitive access provider that operates transmission or switching 

facilities and provides access service or interstate or international 

telecommunications service, that experiences an outage on any facilities 

which it owns, operates or leases which potentially affects special 

offices and facilities must notify the Commission if such outage 

continues for 30 or more minutes regardless of the number of customers 

affected. Satellite carriers and cellular carriers are exempt from this 

reporting requirement. Notification must be served on the Commission's 

Duty Officer, on duty 24 hours a day in the FCC's Communications and 

Crisis Management Center in Washington, DC. Notification may be served 

on the Commission's Watch Officer on duty at the Columbia Operations 

Center in Columbia, MD, or at such other facility designated by the 

Commission by regulation or (at the time of the emergency) by public 

announcement only if there is a telephone outage or similar emergency in 

Washington, DC. The notification must be by facsimile or other record 

means delivered within 120 minutes of the carrier's first knowledge that 

the service outage potentially affects a special facility, if the outage 

continues for 30 or more minutes. Notification shall identify a contact 

person who can provide further information, the telephone number at 

which the contact person can be reached, and what information is known 

at the time about the service outage including: the date and estimated 

time (local time at the location of the outage) of commencement of the 

outage; the geographic area affected; the estimated number of customers 

affected; the types of services affected (e.g., 911 emergency services, 

major airports); the duration of the outage, i.e. time elapsed from the 

estimated commencement of the outage until restoration of full service; 

the estimated number of blocked calls during the outage; the apparent or 

known cause of the incident, including the name and type of equipment 

involved and the specific part of the network affected; methods used to 

restore service; and the steps taken to prevent recurrences of the 

outage. When specifying the types of services affected by any reportable 

outage, carriers must indicate when 911 service was disrupted and 

rerouting to alternative answering locations was not implemented. The 

report shall be captioned Initial Service Disruption Report. Lack of any 

of the above information shall not delay the filing of this report. Not 

later than thirty days after the outage, the carrier shall file with the 

Chief, Office of Engineering and Technology, a Final Service Disruption 

Report providing all available information on the service outage, 

including
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any information not contained in its Initial Service Disruption Report 

and detailing specifically the root cause of the outage and listing and 

evaluating the effectiveness and application in the immediate case of 

any best practices or industry standards identified by the Network 

Reliability Council to eliminate or ameliorate outages of the reported 

type. Under this rule, carriers are not required to report outages 

affecting nuclear power plants, major military installations and key 

government facilities to the Commission. Report at these facilities will 

be made according to the following procedures:

    (1) When there is a mission-affecting outage, the affected facility 

will report the outage to the National Communications System (NCS) and 

call the service provider in order to determine if the outage is 

expected to last 30 minutes. If the outage is not expected to, and does 

not, last 30 minutes, it will not be reported to the FCC. If it is 

expected to last 30 minutes or does last 30 minutes, the NCS, on the 

advice of the affected special facility, will either:

    (i) Forward a report of the outage to the Commission, supplying the 

information for initial reports affecting special facilities specified 

in this section of the Commission's Rules;

    (ii) Forward a report of the outage to the Commission, designating 

the outage as one affecting ``special facilities,'' but reporting it at 

a level of detail that precludes identification of the particular 

facility involved; or

    (iii) Hold the report at the NCS due to the critical nature of the 

application.

    (2) If there is to be a report to the Commission, a written or oral 

report will be given by the NCS within 120 minutes of an outage to the 

Commission's Duty Officer, on duty 24 hours a day in the FCC's 

Communications and Crisis Management Center in Washington, DC. 

Notification may be served on the Commission's Watch Officer on duty at 

the FCC's Columbia Operations Center in Columbia, MD, or at such other 

facility designated by the Commission by regulation or (at the time of 

the emergency) by public announcement only if there is a telephone 

outage or similar emergency in Washington, DC. If the report is oral, it 

is to be followed by a written report the next business day. Those 

carriers whose service failures are in any way responsible for the 

outage must consult with NCS upon its request for information.

    (3) If there is to be a report to the Commission, the service 

provider will provide a written report to the NCS, supplying the 

information for final reports for special facilities required by this 

section of the Commission's rules. The service provider's final report 

to the NCS will be filed within 28 days after the outage, allowing the 

NCS to then file the report with the Commission within 30 days after the 

outage. If the outage is reportable as described in paragraph (e)(2) of 

this section, and the NCS determines that the final report can be 

presented to the Commission without jeopardizing matters of national 

security or emergency preparedness, the NCS will forward the report as 

provided in either paragraphs (e)(1)(i) or (e)(1)(ii) of this section to 

the Commission.

    (f) If an outage is determined to have affected a 911 facility so as 

to be reportable as a special facilities outage, the carrier whose duty 

it is to report the outage to the FCC shall as soon as possible by 

telephone or other electronic means notify any official who has been 

designated by the management of the affected 911 facility as the 

official to be contacted by the carrier in case of a telecommunications 

outage at that facility. The carrier shall convey all available 

information to the designated official that will be useful to the 

management of the affected facility in mitigating the affects of the 

outage on callers to that facility.

    (g) In the case of LEC end offices, carriers will use the number of 

lines terminating at the office for determining whether the criteria for 

reporting an outage has been reached. In the case of IXC or LEC tandem 

facilities, carriers must, if technically possible, use real-time 

blocked calls to determine whether criteria for reporting an outage have 

been reached. Carriers must report IXC and LEC tandem outages where more 

than 150,000 calls are blocked during a period of 30 or more minutes for 

purposes of complying with the required 50,000 potentially affected
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customers threshold and must report such outages where more than 90,000 

calls are blocked during a period of 30 or more minutes for purposes of 

complying with the 30,000 potentially affected customers threshold. 

Carriers may use historical data to estimate blocked calls when required 

real-time blocked call counts are not possible. When using historical 

data, carriers must report incidents where more than 50,000 calls are 

blocked during a period of 30 or more minutes for purposes of complying 

with the required 50,000 potentially affected customers threshold and 

must report incidents where more than 30,000 calls are blocked during a 

period of 30 or more minutes for purposes of complying with the 30,000 

potentially affected customers threshold.

    (h)(1) Any local exchange or interexchange common carrier or 

competitive access provider that operates transmission or switching 

facilities and provides access services or interstate or international 

telecommunications services, the experiences an outage on any facilities 

that it owns, operates or leases that potentially affects 911 services 

must notify the Commission within the applicable period shown in the 

chart in this paragraph (h)(1) if such outage meets one of the following 

conditions, as defined in paragraph (a)(4) of this section:

-----------------------------------------------------------------------------------------------------

              Condition                    Lines affected             Duration            Period

-----------------------------------------------------------------------------------------------------

Loss of E911 Tandem capability......  No limit...............  30 minutes or more....  120 minutes.

Isolation of PSAP(s)................  Under 30,000 access      24 hours or more......  120 minutes.

                                       lines served.

Isolation of PSAP(s)................  50,000 or more access    30 minutes or more....  120 minutes.

                                       lines served.

Isolation of PSAP(s)................  30,000 to 50,000 access  30 minutes or more....  3 days.

                                       lines served.

Isolation of EO switch, host/remotes  50,000 or more access    30 minutes or more....  120 minutes.

 from 911.                             lines served.

Isolation of EO switch, host/remotes  30,000 to 50,000 access  30 minutes or more....  3 days.

 from 911.                             lines served.

-----------------------------------------------------------------------------------------------------

    (2) Satellite carriers and cellular carriers are exempted from the 

reporting requirement in this paragraph (h). Notification must be served 

on the Commission's Duty Officer, on duty 24 hours a day in the FCC's 

Communicaitons and Crisis Management Center in Washington, DC. 

Notification may be erved on the Commission's Watch Officer on duty at 

the Columbia Operations Center in COlumbia, MD, or at such other 

facility designated by the Commission by regulation or (at the time of 

thee emergency) by public announcement only if there is a telephone 

outage or similar emergency in Washington, DC. The notification must be 

by facsimile or other record means delivered within the notification 

period indicated above from the time of the carrier's first knowledge 

that the service outage ``potentially affects a 911 special facility'' 

as described in paragraph (a)(4) of this section and summarized in the 

chart in paragraph (h)(1) of this section and the service outage has 

continued for the duration indicated in paragraph (a)(4) of this section 

and summarized in the chart in paragraph (h)(1) of this section. 

Notification shall identify a contact person who can provide further 

information, the telephone number at which the contact person can be 

reached, and the information known at the time notification is made 

about the service outage including: the date and estimated time (local 

time at the location of the outage) of commencement of the outage; the 

geographic area affected; the estimated number of customers affected; 

the types of services affected; the duration of the outage, i.e. time 

elapsed from the estimated commencement of the outage until restoration 

of full service; the estimated number of blocked calls during the 

outage; the apparent or known cause of the incident, including the name 

and type of equipment involved and the specific part of the network 

affected; methods used to restore service; and the steps taken to 

prevent recurrences of the outage. The report shall be captioned Initial 

Service Disruption Report. Lack of any of the information in this 

paragraph (h)(2) shall not delay the filing of this report. Not later 

than thirty days after the outage, the carrier shall file with the 

Chief, Office of Engineering
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and Technology, a Final Service Disruption Report providing all 

available information on the service outage, including any information 

not contained in its Initial Service Disruption Report and detailing 

specifically the root cause of the outage and listing and evaluating the 

effectiveness and application in the immediate case of any best 

practices or industry standards identified by the Network Reliability 

Council to eliminate or ameliorate outages of the reported type.

[59 FR 40266, Aug. 8, 1994, as amended at 60 FR 57196, Nov. 14, 1995; 62 

FR 39452, July 23, 1997; 63 FR 37499, July 13, 1998]
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� The NRIC Best Practices can be accessed from the NRIC home page at www.nric.org.  


� Additional information has been requested from the reporting organization through the NCS.  Possible interpretations of the information currently available for these outages suggest that existing Best Practices could have prevented the outages.  The Data Analysis Team hopes that its understandings associated with these events can be clarified with additional information provided by the reporting organizations.  





�Increment graph by 0, 2, 4, 6 etc.  Y axis is too cluttered.


�Increment Y axis as mentioned above.
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